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Cyber-Physical Systems

Power generation, transportation, distribution networks

Water, oil, gas and mass transportation systems

Sensor networks and multi-agent systems

Process control and industrial automation systems
(metallurgical process plants, oil refining, chemical plants,
pharmaceutical manufacturing ... ubiquitous SCADA/PLC systems)

Security of these systems is critically important
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Emerging Threats for Cyber-Physical Systems

State / Actuator attack
Tamper with control and dynamics

Physical attack

Data Substitution Attack
Compromise commands and reference signals

Cyber Attack

Consensus attack
Tamper with distributed computation

Cyber-Physical attack

Cyber-Physical systems are prone to failures and attacks against
their physical, communication, and computational layers
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Documented Security Incidents

Stuxnet worm (Iran, 2010)
New York Times 15jan2011: replay
attack as if “out of the movies:”

1 records normal operations and
plays them back to operators

2 spins centrifuges at damaging
speeds

Cars vulnerable to cyber attacks
Hackers take control of cars:
start/stop the engine, shut off the
lights, hit the brakes...

2/23/14 5:55 PMBBC News - South Korea to develop Stuxnet-like cyberweapons
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TECHNOLOGY
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South Korea to develop Stuxnet-like cyberweapons

South Korea is to develop cyber-attack tools in an attempt to damage North Korean nuclear facilities.

The country's defence ministry wants to develop weapons similar to Stuxnet, the software designed to attack Iranian nuclear
enrichment plants.

The South Korean military will carry out missions using the software, the defence ministry said.

One computer security expert said that using cyberweapons could be "very dangerous".

The defence ministry reported its plan to the government on 19 February, the Yonhap news agency reported.

In 2006, North Korea said it had successfully tested a nuclear weapon, spreading alarm through the region. Intensive diplomatic
efforts to try to rein in North Korea's nuclear ambitions continue.

Online propaganda
The development of weapons capable of physically damaging North Korean nuclear plants and missile facilities is the second
phase of a strategy that began in 2010, Yonhap said.

The first part of South Korea's plan, which is continuing, is to conduct online propaganda operations by posting to North Korean
social networking and social media services.

"Once the second phase plan is established, the cybercommand will carry out comprehensive cyberwarfare missions," a senior
ministry official said.

The South Korean cyberwarfare command, which will use the weapons, has been dogged by accusations of using its psychological
warfare capabilities on its own population to try to influence voters in the run-up to the 2012 presidential elections.

Attempting to use cyberweapons to physically damage critical infrastructure could drastically backfire, Prof Alan Woodward, a
computer security expert at the University of Surrey, told the BBC.

"I think it's very dangerous," he said. "[The weapon] could end up damaging all sorts of things you never intended it to."

Once Stuxnet was released, its spread was impossible to predict or control, Prof Woodward said.

Vulnerable

2/23/14 5:54 PMCockrell School Researchers Demonstrate First Successful "Spoofing" of UAVs - Cockrell School of Engineering
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Cockrell School Researchers Demonstrate First Successful
"Spoofing" of UAVs

Wednesday, 27 June 2012 09:16

A University of Texas at Austin research team successfully demonstrated for the first time that the GPS
signals of an unmanned aerial vehicle (UAV), or drone, can be commandeered by an outside source — a
discovery that could factor heavily into the implementation of a new federal mandate to allow thousands of
civilian drones into the U.S. airspace by 2015. The experiment was performed on a civilian drone owned by
the university.

Cockrell School of Engineering Assistant Professor Todd Humphreys and his students were invited by the
U.S. Department of Homeland Security to attempt the demonstration in White Sands, New Mexico in late
June. Using a small but sophisticated UAV along with hardware and software developed by Humphreys and
his students, the research team repeatedly overtook navigational signals going to the GPS-guided vehicle.

Known as "spoofing," the technique creates false civil GPS signals that trick the vehicle's GPS receiver into
thinking nothing is amiss — even as it steers a new navigational course induced by the outside hacker.
Because spoofing fools GPS receivers' on both their location and time, some fear that most GPS-reliant
devices, infrastructure and markets are vulnerable to attacks. That fear was underscored — but not proven
— when a U.S. military drone disappeared over Iran late last year and showed up a week later, intact, and in
the care of Iranians who claimed to have brought the vehicle down with spoofing.

2/23/14 5:48 PMObama: Cyber attack serious threat to economy, national security | ZDNet
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Obama: Cyber attack serious threat to economy,
national security
Summary:  U.S. President Barack Obama is urging the Senate to pass the Cybersecurity Act of 2012. He believes
legislation will help the U.S. fight "the cyber threat to our nation," which he calls "one of the most serious economic
and national security challenges we face."

By Emil Protalinski for Zero Day | July 21, 2012 -- 02:29 GMT (19:29 PDT)

Update on August 2 - Senate blocks Cybersecurity Act (http://www.zdnet.com/senate-blocks-cybersecurity-act-7000002051/)

U.S. President Barack Obama on Thursday decided to write about hackers in an opinion
editorial titled "Taking the Cyberattack Threat Seriously" which originally appeared on the
official website for the White House (http://www.whitehouse.gov/the-press-office/2012/07/19/op-ed-

president-obama-taking-cyberattack-threat-seriously) and then subsequently published on the WSJ
(http://online.wsj.com/article/SB10000872396390444330904577535492693044650.html) . This is huge.

You see, this isn't a defense expert talking about how the U.S. should hire more hackers
(http://www.zdnet.com/defense-expert-us-should-hire-hackers-to-conduct-cyberwarfare-7000000920/) , a
cybersecurity advisor saying China has hacked every major U.S. company
(http://www.zdnet.com/blog/security/richard-clarke-china-has-hacked-every-major-us-company/11125) , or
even the FBI saying the U.S. losing the hacker war (http://www.zdnet.com/blog/security/fbi-us-losing-

hacker-war/11143) . This is the president of the United States of America outlining his thoughts on the threat of a cyber
attack against the world's most powerful country.

First Obama introduced the topic by discussing an experiment his administration ran to see the potential damage a cyber
attack could inflict, without actually saying it was a test. Then he got more serious:

Fortunately, last month's scenario was just a simulation—an exercise to test how well federal, state and local
governments and the private sector can work together in a crisis. But it was a sobering reminder that the cyber threat to
our nation is one of the most serious economic and national security challenges we face.

So far, no one has managed to seriously damage or disrupt our critical infrastructure networks. But foreign governments,
criminal syndicates and lone individuals are probing our financial, energy and public safety systems every day.

Obama went on to list a few worst-case scenarios:

It doesn't take much to imagine the consequences of a successful cyber attack. In a future conflict, an adversary unable
to match our military supremacy on the battlefield might seek to exploit our computer vulnerabilities here at home.
Taking down vital banking systems could trigger a financial crisis. The lack of clean water or functioning hospitals could
spark a public health emergency. And as we've seen in past blackouts, the loss of electricity can bring businesses, cities
and entire regions to a standstill.

This is the future we have to avoid. That's why my administration has made cybersecurity a priority, including proposing

10 
 

Some current headlines 

• U.S. President Barack Obama is urging the Senate to pass the Cybersecurity Act 
of 2012. He believes legislation will help the U.S. fight "the cyber threat to our 
nation," which he calls "one of the most serious economic and national security 
challenges we face."      

  July, 2012   - ZDNet 
 
• “Iran  Oil  Terminal  taken  offline  by  Cyber  Attack”     
  April, 2012  - PACE magazine 

 
 Pacific Northwest National Laboratory Report Reveals Dramatic Increase in Cyber 

Threats and Sabotage on Critical Infrastructure and Key Resources 
  June 2012 – US Dept of Energy  

Smart cities: security of automated cars, roads, and intersections?
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A Growing Research Area

Analysis of vulnerabilities and detection schemes:

Y. Mo, J. Hespanha and B. Sinopoli “Resilient Detection in the Presence of Integrity Attacks,” in IEEE Transactions on

Signal Processing, 62(1):31-43, 2014.

C. Bai and F. Pasqualetti and V. Gupta. “Security in Stochastic Control Systems: Fundamental Limitations and

Performance Bounds,” in IEEE American Control Conference, 2015.

R. Smith. “Covert Misappropriation of Networked Control Systems: Presenting a Feedback Structure,” in IEEE Control

Systems Magazine, 35(1):82-92, 2015.

F. Hamza, P. Tabuada, and S. Diggavi “Secure state-estimation for dynamical systems under active adversaries,” in

Allerton Conf. on Communications, Control and Computing, Sep. 2011.

H. Nishino and H. Ishii. “Distributed detection of cyber attacks and faults for power systems,” in Proceedings of the 19th

IFAC World Congress., 2014.

Y. H. Chang, Q. Hu, C. J. Tomlin “Secure Estimation based Kalman Filter for Cyber-Physical Systems against

Adversarial Attacks,” in Arxiv, Dec. 15 2015.

Design of remedial actions:

V. Dolk, P. Tesi, C. De Persis, and W. Heemels “Event-triggered control systems under denial-of-service attacks,” in

IEEE Transactions on Control of Network Systems, 4(1):93-105, 2017.

M. Zhu and S. Martíınez. “Stackelberg-game analysis of correlated attacks in cyber-physical systems,” in American

Control Conference., 2011.
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Cyber-Physical Security 6=
Cyber Security, Fault Tolerance

Cyber-physical security complements cyber security

Cyber security

does not verify “data compatible with physics/dynamics”

is ineffective against direct attacks on the physics/dynamics

is never foolproof (e.g., insider attacks)

Cyber-physical security extends fault tolerance

fault detection considers accidental/generic failures

cyber-physical security models worst-case attacks
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An Example of Cyber-Physical Attack
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Physical dynamics: classical generator model & DC load flow

Measurements: angle and frequency of generator g1

Attack: modify real power injections at buses b4 & b5

A. H. Mohsenian-Rad and A. Leon-Garcia“Distributed internet-based load altering attacks against smart power

grids” IEEE Transactions on Smart Grid, 2011

The attack affects the second and third generators while remaining
undetected from measurements at the first generator
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Models of Cyber-Physical Systems: Power Networks

Small-signal structure-preserving power network model:

1 transmission network: generators �� , buses •◦ ,
DC load flow assumptions, and network
susceptance matrix Y = Y T

2 generators �� modeled by swing equations:

Mi θ̈i + Di θ̇i = Pmech.in,i −
∑

j
Yij ·

(
θi − θj

)
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3 buses •◦ with constant real power demand:

0 = Pload,i −
∑

j
Yij ·

(
θi − θj

)
⇒ Linear differential-algebraic dynamics: Eẋ = Ax

YjkYik
k

Pload,k

F. Pasqualetti Optimization and security of automated traffic networks 07/17-19/17 8 / 33

Models of Cyber-Physical Systems: Water Networks

Linearized municipal water supply network model:

1 reservoirs with constant pressure heads: hi (t) = hreservoir
i = const.

2 pipe flows obey linearized Hazen-Williams eq: Qij = gij · (hi − hj)

3 balance at tank:
Ai ḣi =

∑
j→i Qji −

∑
i→k Qik

4 demand = balance at junction:
di =

∑
j→i Qji −

∑
i→k Qik

5 pumps & valves:

hj−hi = +∆h
pump/valves
ij = const.

⇒ Linear differential-algebraic dynamics: Eẋ = Ax
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Models of Networks, Attackers, and Monitors

Plant SensorsControl Center

State Attack Data AttackActuator Attack

Eẋ(t) = Ax(t) +Bu(t) (state and actuator attack)

y(t) = Cx(t) +Du(t) (data substitution attack)

attackers are colluding and omniscient (model, params, state)

attackers aim to change physical state and mislead monitors

monitors aim to detect/identify attacks via measurements
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Modeling Stuxnet as Unknown Inputs

Plant SensorsControl Center

State Attack Data AttackActuator Attack

Previously recorded
measurements

Du1(t)

Du2(t) = −Cx(t)

Bu3(t)

System dynamics:

Eẋ(t) = Ax(t) + Bu3(t)

y(t) = Cx(t) + Du1(t) + Du2(t)
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Undetectable Attacks

The attack u is undetectable if its effect on measurements is
undistinguishable from the effect of some nominal operating condition

Normal operating
condition

Undetectable
attacks

Detectable
attacks

y(x1, 0, t) y(x2, u, t)

The attack u is undetectable if
y(x1, 0, t) = y(x2, u, t)
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Detectability of Attacks

Equivalent characterizations of undetectable attacks:

1 Vulnerability: undetectable attack y(x1, 0, t) = y(x2, u, t)

2 System theory: intruder/monitor system has invariant zeros

3 Graph theory # attack signals > size of input-output linking
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Bu(t),Du(t)
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detectable by measurements y(t)
& destabilizes the system
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By linearity, an undetectable attack

is such that y(x2 − x1, u, t) = 0.

⇔ invariant zeros for system

Eẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)

⇔ nontrivial solution to[
sE − A −B

C D

] [
x0

u0

]
= 0
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An Example fo Undetectable Attack
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1 Physical dynamics: classical generator model & DC load flow

2 Measurements: angle and frequency of generator g1

3 Attack: modified real power injections at buses b4 & b5

The attack through b4 and b5 excites only zero dynamics for the
measurements at the first generator
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Unidentifiable Attacks

The attack B1u1 is unidentifiable if its effect on measurements is
undistinguishable from the effect of the attack B2u2

Attacks by B1u1
Unidentifiable

attacks
Attacks by B2u2

y(x1, u1, t) y(x2, u2, t)

The attack u1 is unidentifiable if
y(x1, u1, t) = y(x2, u2, t)

an undetectable attack is also unidentifiable
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Identifiability of Attacks

Equivalent characterizations of unidentifiable attacks:

1 Vulnerability: unidentifiable attack y(x1, u1, t) = y(x2, u2, t)
y(x1 − x2, u1 − u2, t) = 0

2 System theory: extended intruder/monitor system has invariant zero
(E ,A, [B1 B2],C , [D1 D2])

3 Graph theory # attack signals > (size of input-output linking) / 2

So far we have shown:

fundamental detection/identification limitations

system-theoretic conditions for undetectable/unidentifiable attacks

graph-theoretic conditions for undetectable/unidentifiable attacks

secure-by-design criteria: zero dynamics ⇔ vulnerabilities
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Design of Targeted/Undetectable Attacks

malicious coalition: K = {1, 9} (PacNW)
with sacrificial machine K ∗ = {9}
attack input minimizes ‖ω9(t)‖L∞
subject to ‖ω16(t)‖L∞ ≥ 1 (Utah)

⇒ non-colluding generators will be damaged

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

0 5 10
1

0.5

0

0.5

1

ω1

ω5

ω9

ω13

ω2 ω3 ω4

ω6 ω7 ω8

ω10 ω11 ω12

ω14 ω15 ω16

10

1

2

34

5

6

7

8

9

1112

13

14

15

16

South Arizona
SoCal

NoCal

PacNW

Canada

North

Montana

Utah

Reduced WECC grid

0 1 2 3 4 5 6 7 8 9 10
1

0.5

0

0.5

1

governor control input

F. Pasqualetti Optimization and security of automated traffic networks 07/17-19/17 17 / 33



Other Results Leveraging Control-Theoretic Framework

Other results:

Design of centralized and distributed monitors

Detection and identification of attacks in stochastic control systems

Security tradeoffs in resource-constrained real-time systems

Design and operation methods for secure systems

Security issues in automated traffic networks...

Vulnerability of automated traffic networks?

Models? Accuracy vs complexity vs scale

Are control-theoretic methods still useful?
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Existing Results on Traffic Optimization and Security

Traffic optimization and cyber security:

C. Diakaki, M. Papageorgiou, and K. Aboudolas, “A multivariable regulator approach to traffic-responsive network-wide

signal control,” in Control Engineering Practice , vol. 10, no. 2, pp. 183-195, 2002.

L. B. de Oliveira and E. Camponogara, “Multi-agent model predictive control of signaling split in urban traffic networks”

in Transportation Research Part C: Emerging Technologies , vol. 18, no. 1, pp. 120-139, 2010.

P. Varaiya, “Max pressure control of a network of signalized intersections,”’ in Transportation Research Part C: Emerging

Technologies, vol. 36, pp. 177-195, 2013.

A. Ghafouri, W. Abbas, Y. Vorobeychik, and X. Koutsoukos, “Vulnerability of fixed-time control of signalized

intersections to cyber-tampering,” in ResilienceWeek(RWS) ,2016. IEEE,2016, pp.130-135.

most works focus on isolated problems, e.g., intersection scheduling

strong assumptions, e.g., no delays on roads or simple topologies

network-wide approach address no security

most security approaches focus on “cyber” issues

Cyber-physical security of traffic networks remains to be characterized

F. Pasqualetti Optimization and security of automated traffic networks 07/17-19/17 19 / 33

Models of Cyber-Physical Systems: Traffic Networks

21

3

4

56

7

8

21

3

4

56

7

8

21

3

4

56

7

8

21

3

4

56

7

8fout
if in

i JiJi�1

Traffic network: directed graph G = (V, E)
Vertices V = {1, . . . , n} represent roads
Edges E ⊆ V × V allow cars from one rode to another
Edges vary over time (see intersection phases)

Roads/traffic flow: conservation + Lighthill-Whitham-Richards model

Intersections and phases: automata, lead to switching graph topology
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Roads and Traffic Flow #1

fout
if in

i JiJi�1

Flow is continuous and it obeys a conservation law:

∂ρ(s, t)

∂t︸ ︷︷ ︸
density variation at (s, t)

+
∂f (s, t)

∂s︸ ︷︷ ︸
flow variation at (s, t)

= 0

Flow as a function of density (Lighthill-Whitham-Richards):

f (s, t) = f (ρ(s, t)) = v(ρ(s, t)) ρ(s, t)

Speed also depends on density...
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Roads and Traffic Flow #2

v(⇢)

⇢Congestion

Free Flow

Static density-speed relation: low density ≈ constant speed

∂ρ(s, t)

∂t
+

(
v(ρ(s, t)) + ρ(s, t)

∂v(ρ(s, t))

∂ρ

)
︸ ︷︷ ︸

γ = average speed

∂ρ(s, t)

∂s
= 0

Traffic flow across road:

∂ρ(s, t)

∂t
+ γ

∂ρ(s, t)

∂s
= 0
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Roads and Traffic Flow #3

fout
i

f in
i Ji

s1 s2 sp

Ji�1

Discretize spatial derivative

∂ρ(s,t)
∂s =

ρ(sk−1,t)−ρ(sk ,t)
h


ρ̇pi
...

ρ̇1
i


︸ ︷︷ ︸

ẋi

=
γi
h


0 1

−1
. . .
. . . 1

−1


︸ ︷︷ ︸

Ai


ρpi
...

ρ1
i


︸ ︷︷ ︸

xi

−


1
...
0
0

 f out
i +


0
...
0
1

 f in
i

Road length is captured by dimension of Ai . Accuracy depends on h.
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Intersections and Phases
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Intersections control the right of way to coordinate traffic flows

Admissible transitions M = {(1, 6), (1, 8), (5, 2), (5, 4), (7, 2), (3, 6),
(3, 8)(3, 2), (7, 4), (7, 6), (5, 8), (1, 4)}

Phase (simultaneous transitions) Pj = {(1, 6), (1, 8), (5, 2), (5, 4)}

P(t) = P1 ∪ · · · ∪ Pm are the edges of the traffic network at time t
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Traffic Flows, Graphs, and Dynamical Models #1

1

2

3

4

5

6

7

(a) Network with 3 intersections

1

7

3

6
5

42

(b) Traffic graph and flows

Inflow into node (road) i : f in
i (t) =

∑
(i ,j)∈P(t) f

out
ij (t)

Outflow from node (road) j into i : f out
ij = cijρj(t)

External flows may enter/exit the network at certain locations
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Traffic Flows, Graphs, and Dynamical Models #2

At time t, the traffic network evolves asẋ1
...
ẋn


︸ ︷︷ ︸

Densities/queues

=

 A1 . . . B1n
...

. . .
...

Bn1 . . . An


︸ ︷︷ ︸

Roads model and phase P(t)

x1
...
xn

+

u1
...
un


︸ ︷︷ ︸

External flows

Over time, the traffic network evolves as a switching system:

ẋ = APx + u

1 How to schedule the phases P(t) to optimize traffic?

2 How to model/analyze/remedy malicious attacks and failures?
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Traffic Optimization #1

Periodic phases → system becomes time-invariant every period

Average system described by network matrix ĀP

Optimal periodic phases to minimize queues length given initial flows

Optimization problem to minimize queues length over time:

min
P

∫ ∞
0
‖x(t)‖2dt

s. t. ẋ(t) = ĀPx(t)

x0 (initial queues)
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Traffic Optimization #2

Optimization problem to minimize queues length over time:

min
P

∫ ∞
0
‖x(t)‖2dt

s. t. ẋ(t) = ĀPx(t)

x0 (initial queues)

∫ ∞
0
‖x(t)‖2dt =

∫ ∞
0

xT
o e

ATteAtx0dt =

∫ ∞
0

Trace
(
xT
o e

ATteAtx0

)
dt

=

∫ ∞
0

Trace
(
eAtx0x

T
o e

ATt
)
dt = Trace


∫ ∞

0
eAtx0x

T
o e

ATtdt︸ ︷︷ ︸
Controllability Gramian!


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Traffic Optimization #3

Optimization problem to minimize queues length over time:

min
P

∫ ∞
0
‖x(t)‖2dt

s. t. ẋ(t) = ĀPx(t)

x0 (initial queues)

Equivalent optimization problem:

min
P

Trace(WP)

s. t. ĀPWP + WP Ā
T
P = −x0x

T
0

WP is the controllability Gramian of the pair (ĀP , x0)
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Comparison With Existing Policies

Optimization done by minimizing smoothed spectral abscissa...

Traffic density:
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Red: Gramian – Blue: Max-Pressure

Max-pressure creates “overshoots”

0 20 40 60 80

0

50

100

150

0 20 40 60 80

0

50

100

150

0 20 40 60 80

0

50

100

150

F. Pasqualetti Optimization and security of automated traffic networks 07/17-19/17 30 / 33

Security?

Malicious attacks:

Manipulation of phases

False data injection to estimate initial flows x0

Road obstruction

Research questions:

Effect of attacks?

Detectability/identifiability of attacks?

Remedial actions?

Can we design more robust networks?
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Effect of Falsifying Initial Flows

Estimated traffic density:
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False data injection deteriorates performance;
higher overshoots in distributed policies
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Summary

Control-theoretic methods for cyber-physical security:

1 Algebraic and graphical conditions for detectability of attacks

2 Control-theoretic security is complementary to cyber security

3 Models and algorithms for optimization of traffic networks

4 Challenges and opportunities to secure traffic networks
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