
A Combinatorial Generalization of a Putnam Problem�Omer E~ge
io~gluDepartment of Computer S
ien
eUniversity of CaliforniaSanta Barbara, CA 93106As a part of the thirty-fourth William Lowell Putnam Mathemati
al Competition, the followingproblem appeared in the Monthly [2℄:Let a1; a2; : : : ; a2n+1 be a sequen
e of integers su
h that, if any of them is removed,the remaining ones 
an be divided into two sets of n integers with equal sums. Provea1 = a2 = � � � = a2n+1.Here we give a 
ombinatorial proof of a generalization of this problem. The arguments relyon a matrix theoreti
 formulation of the original problem and elementary properties of 
y
lotomi
polynomials.Theorem 1 Let � be a primitive q-th root of unity where q = pr, p prime. Suppose we aregiven a sequen
e S of qn + 1 
omplex numbers z1; z2; : : : ; zqn+1 with the property that for every i,1 � i � qn+ 1, S n fzig 
an be partitioned into q equal size subsets Si;0; Si;1; : : : ; Si;q�1 withq�1Xk=0 �k Xzj2Si;k zj = 0: (1)Then z1 = z2 = � � � = zqn+1.Note that the original problem is a spe
ial 
ase of Theorem 1 in whi
h p = 2, r = 1 and ea
hzi is an integer.Proof For ea
h i �x a partition Si;0; Si;1; : : : ; Si;q�1 of S n fzig satisfying (1). Let N = qn and
onsider the (N + 1) � (N + 1) zero diagonal matrix A = kaijk where for i 6= j, aij = �k if andonly if zj 2 Si;k. If we put z = [z1; z2; :::; zN+1℄T , then z is a solution of the linear system Az = 0.1



Sin
e Pq�1k=0 �k = 0, A is singular with zero row sums and [1; 1; : : : ; 1℄T is in the kernel of A. Thusto prove the theorem, it suÆ
es to show that rank(A) = N .Let f(x) jxk denote the 
oeÆ
ient of the term xk in a polynomial f(x). Then up to sign,det(xI �A) jxr is the sum of the (N + 1 � r) � (N + 1 � r) prin
ipal minors of A. We will showthat det(xI�A) jx must be nonzero, and hen
e rank(A) = N . We argue as follows.Let Mj be the N � N prin
ipal minor of A 
orresponding to the j-th diagonal entry. In theexpansion of Mj from �rst prin
iples, we haveMj =X� (�1)i(�) N+1Yi = 1i 6= j ai�i (2)in whi
h the summation is over all permutations (in fa
t derangements) � of the index set f1; : : : ; j�1; j+1; : : : ; N+1g , and (�1)i(�) is the sign of �. Clearly the nonzero terms in the sum in (2) are ofthe form ��e, for various e 2 f0; 1; : : : ; q � 1g. Sin
e A has zero diagonal and nonzero o�-diagonalentries, the sum P(�1)i(�) over su
h terms in Mj is given bydet(J� I) = (�1)N�1(N � 1)where J is the N �N matrix of 1's and I is the N �N identity matrix. Sin
e this is true for everyMj , we 
on
lude thatdet(xI�A) jx = N+1Xj=1 Mj = 
q�1�q�1 + � � � + 
1� + 
0 ;with 
q�1 + � � �+ 
1 + 
0 = (�1)N�1(N � 1)(N + 1) : (3)Now by way of 
ontradi
tion, assume that
q�1�q�1 + � � � + 
1� + 
0 = 0 :Setting f(t) = 
q�1tq�1 + � � �+ 
1t+ 
0 ;we then have f(�) = 0. Furthermore, f(t) has integral 
oeÆ
ients. Therefore, the q-th 
y
lotomi
polynomial �q(t) must divide f(t). Note also from (3) that f(1) � (�1)N (mod p). Writing2



f(t) = �q(t)h(t), we must have that �q(1)h(1) � (�1)N (mod p). In parti
ular, �q(1) 6� 0(mod p). But we 
an easily show that for m = pr with r > 0 and p prime, we must have �m(1) = p.To see this, re
all that tm � 1 = Yd jm�d(t)(see, for example, [3℄), and thus, by M�obius inversion,�m(t) = Yd jm (td � 1)�(md ): (4)In (4), � is the M�obius fun
tion de�ned by�(m) = 8>>>><>>>>: 1 if m = 1(�1)� if m is a produ
t of � distin
t primes ,0 otherwise .It immediately follows that for for m = pr, r > 0,�m(t) = tpr � 1tpr�1 � 1 = 1 + tpr�1 + t2pr�1 + � � �+ t(p�1)pr�1 ;and so �m(1) = 1. This gives us the desired 
ontradi
tion.We note that the property of �m(1) for m = pr that we have made use of is a spe
ial 
ase ofthe following more general result�m(1) = 8>>>><>>>>: 0 i� m = 1p i� m = pr, p prime, r > 01 i� m has two or more prime fa
tors,whi
h 
an be found in [1℄. 2In proving Theorem 1 we used the fa
t that the row sums of the matrix A vanish only to showthat rank(A) < N + 1. The same argument used in the proof also provides a 
ombinatorial proofof the following linear algebra result:Theorem 2 Suppose A is an N�N zero diagonal matrix whose o�-diagonal entries are q-th rootsof unity for some q = pr, p prime, r > 0. If N 6� 1 (mod p), then A is nonsingular.3



Remarks: Note that Theorem 2 and its proof apply more generally to a matrix whose diagonalentries are algebrai
 integers whi
h are merely divisible by the prime p.Furthermore, if q is not a prime power, then we 
an show that the 
on
lusion of Theorem 1 isfalse. In this 
ase q = uv with g
d(u; v) = 1. Using the Chinese remainder theorem, pi
k t < qwith t � 0 (mod u) and t � 1 (mod v). Take z1 = � � � = zt = 1 and zt+1 = � � � = zqn+1 = 0.Then the twin identities1 + �v + � � �+ �v(t�1) = 0 ; 1 + �u + � � �+ �u(t�2) = 0show that no matter whi
h zi is dis
arded, the remaining ones 
an be multiplied by q�th roots of1 using n 
opies of ea
h root in su
h a way that they sum to 0.Finally, we 
an 
onsider the variant of the problem in whi
h the 
lasses Si;0; Si;1; : : : ; Si;q�1 arenot required to have the same 
ardinality. In this 
ase Theorem 2 implies that the solution, if itexists, must be unique up to s
alar multiples. It is easy to see that the sequen
e 1; 1; 1; 3; 3 forexample, admits a solution in this general sense.A
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