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Logistics

• Project midterm milestone due
• Important as I need to allocate space for student

presentation

• For those who haven’t submitted HW1
• You don’t have to solve everything, just submit what you

have
• HW1 is long I am thinking of adjusting grading criteria

• HW2 is not as long
• Don’t wait
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Recap: Lecture 10

• Exploration in Linear MDPs

• Properties of Linear MDPs

• Algorithm: UCB-VI for Linear MDPs

• Regret analysis
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Recap: Impossibility results

• What are the assumptions to make?
• Q*(s,a) approximately linear?

• Qπ(s,a) is approximately linear for all π?

• Q*(s,a) is exactly linear?

• Qπ(s,a) is exactly linear for all π?
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Exponential sample complexity / regret lower bounds for the approximate case…

(Du, Kakade, Wang, Yang, 2019) Is a good representation sufficient for 
sample efficient reinforcement learning?

Weisz et al (ALT-2020): 
http://proceedings.mlr.press/v1
32/weisz21a.html



Recap: Linear MDPs

• Exists feature map
• Such that:
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and Ph:

rh(s, a) = ✓?
h
· �(s, a), Ph(·|s, a) = µ?

h
�(s, a), 8h

where � is a known state-action feature map � : S ⇥A 7! Rd, and µ?

h
2 R|S|⇥d. Here �, ✓?

h
are known to the learner,

while µ? is unknown. We further assume the following norm bound on the parameters: (1) sup
s,a

k�(s, a)k2  1, (2)
kv>µ?

h
k2 

p
d for any v such that kvk1  1, and all h, and (3) k✓?

h
k2  W for all h. We assume rh(s, a) 2 [0, 1]

for all h and s, a.

The model essentially says that the transition matrix Ph 2 R|S|⇥|S||A| has rank at most d, and Ph = µ?

h
�. where

� 2 Rd⇥|S||A| and each column of � corresponds to �(s, a) for a pair s, a 2 S ⇥A.

Linear Algebra Notations For real-valued matrix A, we denote kAk2 = sup
x:kxk2=1 kAxk2 which denotes the

maximum singular value of A. We denote kAkF as the Frobenius norm kAk2
F

=
P

i,j
A2

i,j
where Ai,j denotes the

i, j’th entry of A. For any Positive Definite matrix ⇤, we denote x>⇤x = kxk2⇤. We denote det(A) as the determinant
of the matrix A. For a PD matrix ⇤, we note that det(⇤) =

Q
d

i=1 �i where �i is the eigenvalues of ⇤. For notation
simplicity, during inequality derivation, we will use .,h to suppress all absolute constants. We will use eO to suppress
all absolute constants and log terms.

7.2 Planning in Linear MDPs

We first study how to do value iteration in linear MDP if µ is given.

We start from Q?

H�1(s, a) = ✓?
H�1 · �(s, a), and ⇡?

H�1(s) = argmax
a
Q?

H�1(s, a) = argmax
a
✓?
H�1 · �(s, a), and

V ?

H�1(s) = argmax
a
Q?

H�1(s, a).

Now we do dynamic programming from h+ 1 to h:

Q?

h
(s, a) = ✓?

h
· �(s, a) + Es⇠Ph(·|s,a)V

?

h+1(s
0) = ✓?

h
· �(s, a) + Ph(·|s, a) · V ?

h+1 = ✓?
h
· �(s, a) + (µ?

h
�(s, a))>V ?

h+1

(0.1)

= �(s, a) ·
�
✓?
h
+ (µ?

h
)>V ?

h+1

�
= �(s, a) · wh, (0.2)

where we denote wh := ✓?
h
+ (µ?

h
)>V ?

h+1. Namely we see that Q?

h
(s, a) is a linear function with respect to �(s, a)!

We can continue by defining ⇡?

h
(s) = argmax

a
Q?

h
(s, a) and V ?

h
(s) = maxa Q?

h
(s, a).

At the end, we get a sequence of linear Q?, i.e., Q?

h
(s, a) = wh · �(s, a), and the optimal policy is also simple,

⇡?

h
(s) = argmax

a
wh · �(s, a), for all h = 0, . . . , H � 1.

One key property of linear MDP is that a Bellman Backup of any function f : S 7! R is a linear function with respect
to �(s, a). We summarize the key property in the following claim.

Claim 7.2. Consider any arbitrary function f : S 7! [0, H]. At any time step h 2 [0, . . . H � 1], there must exist a
w 2 Rd, such that, for all s, a 2 S ⇥A:

rh(s, a) + Ph(·|s, a) · f = w>�(s, a).

The proof of the above claim is essentially the Eq. 0.1.
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(Jin et al., 2020) Provably efficient reinforcement learning with linear function approximation



Recap: UCB-VI for Linear MDPs

• In every round:
1. Run Ridge regression for estimating the model

2. Construct the exploration bonuses

3. Run optimistic value iterations, and update greedy
policy

6

7.3 Learning Transition using Ridge Linear Regression

In this section, we consider the following simple question: given a dataset of state-action-next state tuples, how can
we learn the transition Ph for all h?

Note that µ? 2 R|S|⇥d. Hence explicitly writing down and storing the parameterization µ? takes time at least |S|. We
show that we can represent the model in a non-parametric way.

We consider a particular episode n. Similar to Tabular-UCBVI, we learn a model at the very beginning of the episode
n using all data from the previous episodes (episode 1 to the end of the episode n� 1). We denote such dataset as:

Dn

h
=
�
si
h
, ai

h
, si

h+1

 n�1

i=0
.

We maintain the following statistics using Dn

h
:

⇤n

h
=

n�1X

i=0

�(si
h
, ai

h
)�(si

h
, ai

h
)> + �I,

where � 2 R+ (it will be set to 1 eventually, but we keep it here for generality).

To get intuition of ⇤n, think about the tabular setting where �(s, a) is a one-hot vector (zeros everywhere except that
the entry corresponding to (s, a) is one). Then ⇤n

h
is a diagonal matrix and the diagonal entry contains Nn(s, a)—the

number of times (s, a) has been visited.

We consider the following multi-variate linear regression problem. Denote �(s) as a one-hot vector that has zero
everywhere except that the entry corresponding to s is one. Denote ✏i

h
= P (·|si

h
, ai

h
) � �(si

h+1). Conditioned on
history Hi

h
(history Hi

h
denotes all information from the very beginning of the learning process up to and including

(si
h
, ai

h
)), we have:

E
⇥
✏i
h
|Hi

h

⇤
= 0,

simply because si
h+1 is sampled from Ph(·|sih, aih) conditioned on (si

h
, ai

h
). Also note that k✏i

h
k1  2 for all h, i.

Since µ?

h
�(si

h
, ai

h
) = Ph(·|sih, aih), and �(si

h+1) is an unbiased estimate of Ph(·|sih, aih) conditioned on si
h
, ai

h
, it is

reasonable to learn µ? via regression from �(si
h
, ai

h
) to �(si

h+1). This leads us to the following ridge linear regression:

bµn

h
= argmin

µ2R|S|⇥d

n�1X

i=0

��µ�(si
h
, ai

h
)� �(si

h+1)
��2
2
+ �kµk2

F
.

Ridge linear regression has the following closed-form solution:

bµn

h
=

n�1X

i=0

�(si
h+1)�(s

i

h
, ai

h
)>(⇤n

h
)�1 (0.3)

Note that bµn

h
2 R|S|⇥d, so we never want to explicitly store it. Note that we will always use bµn

h
together with a specific

s, a pair and a value function V (think about value iteration case), i.e., we care about bPn

h
(·|s, a) ·V := (bµn

h
�(s, a)) ·V ,

which can be re-written as:

bPn

h
(·|s, a) · V := (bµn

h
�(s, a)) · V = �(s, a)>

n�1X

i=0

(⇤n

h
)�1�(si

h
, ai

h
)V (si

h+1),
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7.5 Algorithm

Our algorithm, Upper Confidence Bound Value Iteration (UCB-VI) will use reward bonus to ensure optimism. Specif-
ically, we will the following reward bonus, which is motivated from the reward bonus used in linear bandit:

bn
h
(s, a) = �

q
�(s, a)>(⇤n

h
)�1�(s, a), (0.7)

where � contains poly of H and d, and other constants and log terms. Again to gain intuition, please think about what
this bonus would look like when we specialize linear MDP to tabular MDP.

Algorithm 4 UCBVI for Linear MDPs
1: Input: parameters �,�
2: for n = 1 . . . N do
3: Compute bPn

h
for all h (Eq. 0.3)

4: Compute reward bonus bn
h

for all h (Eq. 0.7)
5: Run Value-Iteration on { bPn

h
, rh + bn

h
}H�1
h=0 (Eq. 0.8)

6: Set ⇡n as the returned policy of VI.
7: end for

With the above setup, now we describe the algorithm. Every episode n, we learn the model bµn

h
via ridge linear

regression. We then form the quadratic reward bonus as shown in Eq. 0.7. With that, we can perform the following
truncated Value Iteration (always truncate the Q function at H):

bV n

H
(s) = 0, 8s,

bQn

h
(s, a) = ✓? · �(s, a) + �

q
�(s, a)>(⇤n

h
)�1�(s, a) + �(s, a)>(bµn

h
)> bV n

h+1

= �
q
�(s, a)>(⇤n

h
)�1�(s, a) + (✓? + (bµn

h
)> bV n

h+1)
>�(s, a),

bV n

h
(s) = min{max

a

bQn

h
(s, a), H}, ⇡n

h
(s) = argmax

a
bQn

h
(s, a). (0.8)

Note that above bQn

h
contains two components: a quadratic component and a linear component. And bV n

h
has the format

of fw,�,⇤ defined in Eq. 0.5.

The following lemma bounds the norm of linear weights in bQn

h
.

Lemma 7.8. Assume � 2 [0, B]. For all n, h, we have bV n

h
is in the form of Eq. 0.5, and bV n

h
falls into the following

class:

V = {fw,�,⇤ : kwk2  W +
HN

�
,� 2 [0, B],�min(⇤) � �}. (0.9)

Proof: We just need to show that ✓? + (bµn

h
)> bV n

h+1 has its `2 norm bounded. This is easy to show as we always have
kbV n

h+1k1  H as we do truncation at Value Iteration:
���✓? + (bµn

h
)> bV n

h+1

���
2
 W +

���(bµn

h
)> bV n

h+1

���
2
.

Now we use the closed-form of bµn

h
from Eq. 0.3:

���(bµn

h
)> bV n

h+1

���
2
=

�����

n�1X

i=1

bV n

h+1(s
i

h+1)�(s
i

h
, ai

h
)>(⇤n

h
)�1

�����
2

 H

�����(⇤
n

h
)�1

n�1X

i=0

�(si
h
, ai

h
)

�����
2

 Hn

�
,

where we use the fact that kbV n

h+1k1  H , �max(⇤�1)  1/�, and sup
s,a

k�(s, a)k2  1.
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Recap: Regret bound

• Choose

• Regret

7

7.6 Analysis of UCBVI for Linear MDPs

In this section, we prove the following regret bound for UCBVI.

Theorem 7.9 (Regret Bound). Set � = eO (Hd), � = 1. UCBVI (Algorithm 4) achieves the following regret bound:

E
"
NV ? �

NX

i=0

V ⇡
n

#
 eO

⇣
H2

p
d3N

⌘

The main steps of the proof are similar to the main steps of UCBVI in tabular MDPs. We first prove optimism
via induction, and then we use optimism to upper bound per-episode regret. Finally we use simulation lemma to
decompose the per-episode regret.

In this section, to make notation simple, we set � = 1 directly.

7.6.1 Proving Optimism

Proving optimism requires us to first bound model error which we have built in the uniform convergence result shown
in Lemma 7.7, namely, the bound we get for ( bPn

h
(·|s, a)�P (·|s, a)) · f for all f 2 V . Recall Lemma 7.7 but this time

replacing F by V defined in Eq. 0.9. With probability at least 1� �, for all n, h, s, a and for all f 2 V ,

���( bPn

h
(·|s, a)� P (·|s, a)) · f

���  H k�(s, a)k(⇤n

h
)�1

 r
ln

H

�
+
q

d ln(1 + 6(W +HN)
p
N) + d

q
ln(1 + 18B2

p
dN)

!

. Hd k�(s, a)k(⇤n

h
)�1

 r
ln

H

�
+
p
ln(WN +HN2) +

p
ln(B2dN)

!

. k�(s, a)k(⇤n

h
)�1 Hd

 r
ln

H

�
+
p
ln(W +H) +

p
lnB +

p
ln d+

p
lnN

!

| {z }
:=�

.

Denote the above inequality as event Emodel. Below we are going to condition on Emodel being hold. Note that here
for notation simplicity, we denote

� = Hd

 r
ln

H

�
+
p
ln(W +H) +

p
lnB +

p
ln d+

p
lnN

!
= eO (Hd) .

remark Note that in the definition of V (Eq. 0.9), we have � 2 [0, B]. And in the above formulation of �, note
that B appears inside a log term. So we need to set B such that �  B and we can get the correct B by solving the
inequality �  B for B.

Lemma 7.10 (Optimism). Assume event Emodel is true. for all n and h,

bV n

h
(s) � V ?

h
(s), 8s.
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� = 1
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Õ
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7.5 Algorithm

Our algorithm, Upper Confidence Bound Value Iteration (UCB-VI) will use reward bonus to ensure optimism. Specif-
ically, we will the following reward bonus, which is motivated from the reward bonus used in linear bandit:

bn
h
(s, a) = �

q
�(s, a)>(⇤n

h
)�1�(s, a), (0.7)

where � contains poly of H and d, and other constants and log terms. Again to gain intuition, please think about what
this bonus would look like when we specialize linear MDP to tabular MDP.

Algorithm 4 UCBVI for Linear MDPs
1: Input: parameters �,�
2: for n = 1 . . . N do
3: Compute bPn

h
for all h (Eq. 0.3)

4: Compute reward bonus bn
h

for all h (Eq. 0.7)
5: Run Value-Iteration on { bPn

h
, rh + bn

h
}H�1
h=0 (Eq. 0.8)

6: Set ⇡n as the returned policy of VI.
7: end for

With the above setup, now we describe the algorithm. Every episode n, we learn the model bµn

h
via ridge linear

regression. We then form the quadratic reward bonus as shown in Eq. 0.7. With that, we can perform the following
truncated Value Iteration (always truncate the Q function at H):

bV n

H
(s) = 0, 8s,

bQn

h
(s, a) = ✓? · �(s, a) + �
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= �
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h
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>�(s, a),
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(s) = min{max

a

bQn

h
(s, a), H}, ⇡n

h
(s) = argmax

a
bQn

h
(s, a). (0.8)

Note that above bQn

h
contains two components: a quadratic component and a linear component. And bV n

h
has the format

of fw,�,⇤ defined in Eq. 0.5.

The following lemma bounds the norm of linear weights in bQn

h
.

Lemma 7.8. Assume � 2 [0, B]. For all n, h, we have bV n

h
is in the form of Eq. 0.5, and bV n

h
falls into the following

class:

V = {fw,�,⇤ : kwk2  W +
HN

�
,� 2 [0, B],�min(⇤) � �}. (0.9)

Proof: We just need to show that ✓? + (bµn

h
)> bV n

h+1 has its `2 norm bounded. This is easy to show as we always have
kbV n

h+1k1  H as we do truncation at Value Iteration:
���✓? + (bµn
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���
2
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���
2
.

Now we use the closed-form of bµn

h
from Eq. 0.3:
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where we use the fact that kbV n

h+1k1  H , �max(⇤�1)  1/�, and sup
s,a

k�(s, a)k2  1.
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Recap:  Regret analysis

• Regret of episode t

• Optimism / simulation lemma

• Sum them up to get total regret

• Same information-gain bound from linear bandits
8

Sketch of the regret analysis

14

Sketch of the regret analysis

15



Recap: It remains to prove

• 1. Uniform convergence bound

• 2. “Optimism”

• 3. “Information gain” bound

9

The same argument as in the Linear Bandits case.
(Read Lemma 7.12 in AJKS)

The same induction argument as in the UCB-VI for tabular MDP
(Read Lemma 7.10 in AJKS)



Recap: Bound for a fixed V

• Lemma 7.3 AJKS

• The quantity of interest is a inner product with this:

10

where we use the fact that �(s)>V = V (s). Thus the operator bPn

h
(·|s, a) · V simply requires storing all data and can

be computed via simple linear algebra and the computation complexity is simply poly(d, n)—no poly dependency on
|S|.

Let us calculate the difference between bµn

h
and µ?

h
.

Lemma 7.3 (Difference between bµh and µ?

h
). For all n and h, we must have:
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Proof: We start from the closed-form solution of bµn
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Rearrange terms, we conclude the proof.

Lemma 7.4. Fix V : S 7! [0, H]. For all n and s, a 2 S ⇥A, and h, with probability at least 1� �, we have:
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Proof: We first check the noise terms {V >✏i
h
}h,i. Since V is independent of the data (it’s a pre-fixed function), and

by linear property of expectation, we have:
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Hence, this is a Martingale difference sequence. Using the Self-Normalized vector-valued Martingale Bound (Lemma A.5),
we have that for all n, with probability at least 1� �:
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Apply union bound over all h 2 [H], we get that with probability at least 1� �, for all n, h:
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Error of ridge regression estimate

• Lemma 7.3 AJKS

• The quantity of interest is a inner product with this:

20

where we use the fact that �(s)>V = V (s). Thus the operator bPn

h
(·|s, a) · V simply requires storing all data and can

be computed via simple linear algebra and the computation complexity is simply poly(d, n)—no poly dependency on
|S|.

Let us calculate the difference between bµn
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and µ?
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.
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Rearrange terms, we conclude the proof.

Lemma 7.4. Fix V : S 7! [0, H]. For all n and s, a 2 S ⇥A, and h, with probability at least 1� �, we have:
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Proof: We first check the noise terms {V >✏i
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}h,i. Since V is independent of the data (it’s a pre-fixed function), and

by linear property of expectation, we have:
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Hence, this is a Martingale difference sequence. Using the Self-Normalized vector-valued Martingale Bound (Lemma A.5),
we have that for all n, with probability at least 1� �:
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Apply union bound over all h 2 [H], we get that with probability at least 1� �, for all n, h:
�����

n�1X

i=0

�(si
h
, ai

h
)(V >✏i

h
)

�����
(⇤n

h
)�1

 3H

r
ln

H det(⇤n

h
)1/2 det(�I)�1/2

�
. (0.4)

64



Challenge: we cannot use union
bound because we have an infinite
number of value functions
• A covering number argument.

• Covering number:  the number of balls with radius 
ε that is needed to cover all points in a set.

11



Family of value functions we 
consider

12

7.4 Uniform Convergence via Covering

Now we take a detour first and consider how to achieve a uniform convergence result over a function class F that
contains infinitely many functions. Previously we know how to get uniform convergence if F is finite—we simply do
a union bound. However, when F contains infinitely many functions, we cannot simply apply a union bound. We will
use the covering argument here.

Consider the following ball with radius R: ⇥ = {✓ 2 Rd : k✓k2  R 2 R+}. Fix an ✏. An ✏-net N✏ ⇢ ⇥ is a set
such that for any ✓ 2 ⇥, there exists a ✓0 2 N✏, such that k✓ � ✓0k2  ✏. We call the smallest ✏-net as ✏-cover. Abuse
notations a bit, we simply denote N✏ as the ✏-cover.

The ✏-covering number is the size of ✏-cover N✏. We define the covering dimension as ln (|N✏|)

Lemma 7.5. The ✏-covering number of the ball ⇥ = {✓ 2 Rd : k✓k2  R 2 R+} is upper bounded by (1 + 2R/✏)d.

We can extend the above definition to a function class. Specifically, we look at the following function. For a triple of
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space to an ✏-net over F under the `1 distance metric.
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What is a finite set to cover this class such that for every f in this set, there is a 
function in the finite set, such that they are ε-close in sup-norm?



Covering number calculations

13



From covering number to a 
uniform convergence bound

14



Final notes about linear MDPs

• A semi-parametric model
• The number of parameters to describe the model can be

exponentially large: d S
• Efficient algorithm with regret independent to S

• Still very strong assumption on the feature map
• Interesting open problems:

• Representation learning
• Nonlinear parametric models
• Suboptimal rates when naively applying to the tabular case
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Remainder of the lecture

• Introduction to offline reinforcement learning

• Off-policy evaluation in contextual bandits
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Recap: RL is among the hottest
area of research in ML!

Reinforcement learning: Applications

34

Recommendations

buy or not buy
17



An RL agent learns interactively through
the feedbacks of an environment.

- Learning how the world works (dynamics) and how to
maximize the long-term reward (control) at the same time.
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Applications of RL in the real life

• RL for robotics.
• RL for dialogue systems.
• RL for personalized medicine.
• RL for self-driving cars.
• RL for new material discovery.
• RL for sustainable energy.
• RL for feature-based dynamic pricing.
• RL for maximizing user satisfaction.
• RL for QoE optimization in networking
• …
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Challenges of Reinforcement in
the real life
• No access to a simulator
• Every data point is costly.
• Legal, safety issues associated with exploration.
• Large / complex state-space, action space.
• Long horizon
• Limited adaptivity (cannot run too many iterations)

20



From an Applied ML Scientist point of view,
the starting point of a project is often:
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Online RL vs Offline RL

Exploration is often expensive,
unsafe, unethical or illegal in
practice, e.g., in self-driving
cars, or in medical applications.

Can we learn a policy from
already logged interaction
data?
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Off-Policy learning: an example

Recommendations

buy or not buy

• How to evaluate a new algorithm without
actually running it live?

• How to learn a better system than the one
that is deployed.
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Offline Reinforcement Learning, 
aka. Batch RL

24

Offline Trajectory 
data 𝐷

Collected by 
running 𝝻

Evaluate fixed Target 
Policy 𝝅

Task: design OPE 
methods

• Task 1: Offline Policy Evaluation. (OPE)

• Task 2: Offline Policy Learning. (OPL)

Offline Trajectory 
data 𝐷

Collected by 
running 𝝻

Find near optimal 
Policy $𝝅∗

Task: design OPO 
methods

Via 
Uniform 
OPE



Contextual bandits model

• Contexts: 
• drawn iid, possibly infinite domain

• Actions: 
• Taken by a randomized “Logging” policy  

• Reward:
• Revealed only for the action taken  

• Value:  
•

• We collect data by the above  processes.

x1, ..., xn ⇠ �

ri ⇠ D(r|xi, ai)

(xi, ai, ri)
n
i=1

vµ = Ex⇠�Ea⇠µ(·|x)ED[r|x, a]

ai ⇠ µ(a|xi)
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Off-policy Evaluation and Learning

• Using data

• often the policy or logged propensities

(xi, ai, ri)
n
i=1

µ (µi)
n
i=1

Find

that maximizes

Off-policy learning

⇡ 2 ⇧
v⇡

Estimate the value of a fixed
target policy ⇡

Off-policy evaluation

v⇡ := E⇡[Reward]
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ATE estimation is a special case of
off-policy evaluation

• a: Action ó T: Treatment {0,1}
• r: Reward ó Y: Response variable
• x: Contexts ó X: covariates



Direct Method / Regression-estimator
• Fit a regression model of the reward

• Then for any target policy 

r̂(x, a) ⇡ E(r|x, a)

v̂⇡DM =
1

n

nX

i=1

X

a2A
r̂(xi, a)⇡(a|xi)

Pros:
• Low-variance. 
• Can evaluate on unseen 

contexts

Cons:
• Often high bias
• The model can be 

wrong/hard to learn

using the data
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Inverse propensity score /
Importance sampling

Pros:
• No assumption on rewards
• Unbiased
• Computationally efficient

Cons:
• High variance when the 

weight is large

Importance weights
(Horvitz & Thompson, 1952)

v̂⇡IPS =
1

n

nX

i=1

⇡(ai|xi)

µ(ai|xi)
ri
=:

⇢ i
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Analyzing the performance of
importance sampling estimator
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Importance Sampling and Direct
Method are surprisingly similar in
some cases
• Consider the MAB case
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Next lecture: OPE for
reinforcement learning
• Importance sampling

• Marginalized importance sampling
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