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ABSTRACT speech synthesis system [3][6]. Tejedor et al. [7]
demonstrated the use of LTS rules in generatinghiSha
In this paper, we use extended letter-to-soundsrdite  pronunciations. Hailemariam et al. [5] have alsovetd the
automatic mispronunciation detection, aiming atc&iry  efficiency of extracted LTS rules on Amharic, Hinaind
pronunciation errors made by Chinese learners gfifin  Tamil language speech systems. Recently, the $d]dyas
The knowledge-based approach is used to genertgedexd  applied LTS model to automatically generate lexical
pronunciation lexicon and incorporated into the HNblslsed  pronunciations.
mispronunciation detection system. The pronunaiagioors In this paper, we start with the analysis of tradil
lead to misunderstanding of a word are expectedeo English letter-to-sound rules [3], and then exteth
identified. The TIMIT text prompts are used to ecll data pronunciation variations for the correspondingelefiatterns
from Chinese university students, and the tesinedides a in terms of manually detected pronunciation erréfsreby,
total of 1900 sentences. Experiments show that Rhe the TIMIT text prompts are used to collect the dafa
measure is about 0.86 at word level and about & @hone Chinese learners of English for training and testim this
level. The system shows a high degree of accuracy way, it is able to develop frequently made graphéore
classifying correct and erroneous pronunciation. phoneme confusions, and then generate extended &S
that summarize context-aware pronunciation errBesed
Index Terms—Automatic Mispronunciation Detection on the extended LTS rules, confusable phonemesadi e
(AMD), Extended Letter-to-sound Rules, Extendedword in model pronunciation lexicon are replaced by

Pronunciation Lexicon possible pronunciation variants and an extended
pronunciation lexicon including predicted pronuticia
1. INTRODUCTION variants of non-native speakers can be producec Th

experiments were conducted on the test set contait®00

For most Chinese learners of English, there arerivin  sentences that recorded by 50 Chinese male andlefema
reasons to make pronunciation errors in their dailyearners of English. A promising result can be oigd by
conversations. One is that the pronunciation oir thative  comparing the automatic detection to manual detecti
languages can directly influence the pronunciatériheir
second language. Another is that many non-natigenéss 2. GENERATION OF EXTENDED LTSRULES
have imperfect understanding of letter-to-soundS)-Tfules
and cannot correctly link graphemes of a word with The proposed AMD system consists of an acousticeinod
corresponding phonemes. Although learners can reoeg trained on the TIMIT native-speaker corpus, thediwvord
the spelling of a word, they are not able to predits sequence and an extended pronunciation lexicoredBan
correct pronunciation and especially, they havéicdities automatic speech recognition, the phone-level trption
to pronounce confusable LTS patterns in the cordéwtord. sequence is decoded for an input of non-native kgptsa

Our previous study [1][2] indicated the effectiveseof  English. Then, through aligning and comparing thstesm
using language transfer knowledge to find out takest phone-level sequence with model sequence generatetlle
mispronunciations of Cantonese learners of Englishpronunciation lexicon, it is able to recognize @reoneous
However, the use of phonological comparisons fopronunciations made by non-native learners. So, the
Cantonese learners of English may not be applicédle procedures of generating extended pronunciatioodexare
Mandarin speakers, since Chinese has at least seaén vital since it predicts the possible pronunciatemors. In
dialects [8] and phonological comparisons have tgreahis paper, we focus on using LTS rules and ingagti
differences for these dialects. In this paper, w@ait letter-  knowledge based approach to derive the extended
to-sound rules to improve mispronunciation detectior  pronunciation lexicon.
Chinese learners of English, which has commonlyd uise



2.1. Training Set, Test Set and Annotation

The training set is part of Chinese Learners of liEhg
Mandarin (CHLOE-Mandarin). The prompts of CHLOE-
Mandarin corpus contain the texts used in TIMITpec:

LAKE or /AE/ in BAKE. So, after evaluating the dttical
data, an extended LTS rule, “:[A]"+=/AE/", is geatsd.

A pruning algorithm is developed which is basedtmn
frequency of pronunciation variants in the humancdation.

First of all, a set of phonological rich sentencesSince the generation process may lead to lots pkinsible

recorded by non-native speakers is selected asngaset,
the test set has no overlap with the training setases of
speakers and sentences. The selected speakersoare f
major dialect regions of China. The training sewigere we
use LTS rules and compile the new linguistic knalgke of
pronunciation variants from Chinese learners anen,th
produce extended LTS rules.

We invite a linguist to annotate all the non-native
speech in both training and test sets manually, ka@p a
record of all the mispronounced phones and words;wis
referred as Golden transcription [1]. Then, four ekivan
English native speakers were asked to double clieek
annotations.

2.2. Extended L etter-to-sound Rules

This knowledge-based approach requires a set akator
LTS rules, human annotations and model transcripfio
which contain correct pronunciations of each word.

A total of 329 LTS rules which was develogsd[3] to
translate English text into speech. We use thetidatad
letter patterns to examine the training set andiveer
extended LTS rules from speech of non-native speakg]
offered a form of letter pattern to represent LT&s. For
instance, each rule may include a form like this:

#:[AJGE=/IH/

The left side of this form denotes a letter pattehen a
letter A comes with one or more vowels and zeranore
consonant ahead and followed by letter GE. If adwor
contains such pattern, letter A should be pronodiritié/*.
Special symbols to represent rules can be foufig]in

First of all, we use DTW and EM [9] to align
graphemes and phonemes of each word in both hum
annotation and model pronunciation lexicon. Itdasldcate
the letter pattern of the rule with its correspodi
pronunciation. After alignment, each word entry both
human annotation and model lexicon have formsthike

LAKE leyk _
While the left part is a word and right part is thigned
pronunciation of this word. Here, “ " means silentden,
each LTS rule in the LTS rule set is taken intqyradid
model lexicon to get their reference wordlist retpely.
For example, as for the LTS rule “:[A]"+=/EY/", wis
satisfied this rule are bAke, |Ake and so on.

If a word entry in human annotation appearshe
reference wordlist with different pronunciation #te
corresponding position of such letter pattern, sit then
treated as a pronunciation variant of this word.

When we searched this pattern in human tatioa, it
turned out that many speakers pronounce the ABSIMA

YIn this paper, we use Darpabet instead of IPA.

farget

LTS rules. Therefore, extended LTS rules are géeeeras
shown in the Fig.1.
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Fig.1l. Extended LTS Rules Generation Framework

3. GENERATION OF
EXTENDED PRONUNCIATION LEXICON

The extended pronunciation lexicon consists of esrr
pronunciation of each word in the model pronunoiati
lexicon, as well as predictable pronunciation vasaf each
word.
3.1. Extended Pronunciation Lexicon Generation

The generation of extended pronunciation lexicon
requires a model lexicon, correct LTS rules anceroed
LTS rules. The entire process is analog to the g¢ioa of
extended LTS rules. Except the correct pronunaiatid
words in wordlist, those frequently made
pronunciation errors are added into the dictioriaryerms
of the extended LTS rules. In particular, the ruéth more
restrictions are applied in prior to those with é&w
restrictions. All redundant entries should be reetbafter
generation.For example, after the extended proatiooi
generation, the extended pronunciation lexicon ddsrm
like this:

BAKE beyk_
BAKE baek _
BAKE beykiy

3.2. ASR for Mispronunciation Detection

Using the extended pronunciation dictionary, an HMM
based mispronunciation detection [2] is performed t
generate the phone sequences.
alignment is conducted to compare the phone sequenc
recognition outcomes made by system, the modelesegu
generated from model pronunciation lexicon and the
transcription of human annotation. A detailed atigmt

The phone sequence



Extended Frequently-made
LTS Rule Pronunciation Error Threshol( Entnef

Version| Number | Percentagg Number | Ratio
/ Test Part of Mode] / V1 15 20% 8439 4.06
Lexicon V2 20 35% 3799 1.83
V3 20 45% 3153 1.52
/ Possible Pronunciation polended Table.2. The Scale of Extended Pronunciation
Variants for Bach Word Lexicon Lexicon with Different Thresholds

Fig.2. Extended Pronunciation Lexicon Generation o ) _ o
pronunciation detection system works like a profaten

explanation of transcriptions can be found in owevjpus classifier. So confusion matrix is introduced talgme the
work [1]. system performance. A comprehensive explanation of

4. EXPERIMENTS confusion matrix used, including TA, FA, TR, FRncalso

be found in our previous work [1].
In the experiments, it is expected to see whethetop ~ 4-2. Word-level Mispronunciation Detection Evaluation

the system can locate mispronounced words. Seconfirst the system performance is evaluated at verel and
whether or not the system can diagnose the comedt (hiS means whether the system is able to detecd wor
erroneous phone within these words. Third, whetitenot ~ Pronunciation precisely and accurately. Table 3wsha
the system outcome can reach an agreement of priation ~ classification of system outcome compared with rhode
judgment with the human judge. Therefore, the perémce ~ transcription and human judges.

evaluation of the system is conducted in both wevel and TA FR FA TR FO
phone level aspect. The acoustic models are the sarthat

used in [2]. V1 | 52.43%| 27.39% | 10.76% | 9.42% | 0.73
4.1. Experiment Setup V2 | 70.53% | 9.29% | 16.43%| 3.75% | 0.85
The training set is a subset of 50 speakers (28 anein22 V3 | 73.24%| 6.57% | 17.36% 2.82% | 0.86

women) selected from CHLOE-Mandarin corpus with the
text prompts as those used in TIMIT training séte Test set
contains the speech data from 50 speakers, where ifno

Table.3. The Word-level Classification Result

speaker overlap in two sets. The Table 1 showsatbrel- precision :L accuracyzm
level and sentence-level statistics of training tasd set. TA+ FA R+ A
Words Sentence According to the word-level confusion matrix, thed V
Tokens | Unique E”kf’f Tokens | Unique word level precision is 82.98% and accuracy is %8
oKens :
— hile V2 are 81.11% and 74.28%, and V3 are 80.84% a
Training | 16734 | 2549 | 1389 | 1900| 702 | 74 0700 ’ ’
?ubset 7351 | 2078 | 1289 1900 55 By comparing the human annotated transcription with
Siztse model transcription, it is able to see the actwahpnciation

performance of individual speakers. By comparing th
outcome of AMD system and model transcription, the
system performance is seen. By evaluating thesedauits,

the agreement and difference between human judde an
automatic system detection are exhibited.

> The Fig. 3 indicates the word-level pronunciatiomoes
appearance of words in these two dataset. The nuofbe |,cated by human annotation. It is seen that tisteay can
words in test model pronunciation lexicon was 20FBer | ake judgment that is close to human’s judgmentvéier,
generating the extended LTS rules and applyingréalyce ¢ for speaker 23, 30, 31 and speaker 33, systéentides

the extended pronunciation dictionary, 3153 to 844l 4\ differences with human annotations. We'veckbd

entries were appeared in difference versions. the actual speech of these four speakers, it tuougchat
In Table 2, thresholds are the total number of plaigticular they sometimes pronounce odd phones that sounds lik

pronunciation variant happened in training set, t&merican English phones, but not entirely correomnes.
percentage refers to that stands in the entireynmation ., example, the speaker 23's pronunciation of woed

variants. The parameters are used for pruning th‘?nake" sounds like both /M EY K/ and /M AY K/. ASf

implausible pronunciation variations. human annotation, the linguist put these pronuiuciatinto
The evaluation of AMD system performance may be.,rect category.

recognized as a classification problem, since tise m

Table.1. The Statistics of Training and Test Subsets

Our original model pronunciation lexicon is the TIM
dictionary. We split the TIMIT dictionary into tming
model lexicon and test model lexicon, accordingthe
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Fig.4. Phone-level Performance Comparison for Individual

Fig.3. Word-level Performance Comparison for Individual Speakers: Human Annotation vs System Detection

Speakers:  Human Annotation vs System Detection

4.3. Phone-level Mispronunciation Detection Evaluation

This work is supported by the National Nature So@en
Foundation of China (NSFC60772165), the Knowledge

The phone-level evaluation is analogous to worgllev Innovation Program of the Chinese Academy of Seenc

evaluation and the difference is a smaller graitylé now
considered.

TA FR FA TR FO

V1l | 76.08% | 8.99% | 12.91%| 2.02% | 0.87
V2 | 80.79% | 4.03% | 14.19%| 0.99% | 0.90
V3 | 82.27% | 2.37% | 14.68%| 0.67% | 0.91

Table.4. The Phone-level Classification Result

According to the phone-level confusion matrix irblea
4, as for V1, the phone-level precision is 85.49%d a
accuracy is 78.10%, while V2 are 85.06% and 81.7844,
V3 are 84.86% and 82.94%.

As for Fig. 4, the trend of system detettamd human

( KGCX2-YW-154) and the grant from the key laborgtof
Robotics and Intelligent System, GuangDong Province
(2009A060800016).
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