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No matter what the task is, 
No matter what the tokens are, 
Every token requires the same effort!



Can We Skip Some Layers Dynamically?
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Do it at the token level:  
Different tokens may 
bypass different layers!



Layer-skipping: # of Layers needed
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Layer-skipping patterns  (Llama-3-8B-Instruct) for a language task (left) and a math task (right). 
The light-to-dark blue gradient represents layer usage from 16 to 32.



FlexiDepth: Router
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FlexiDepth: Adaptor 
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Adaptor is not needed if the model is 
fully retrained. 



Loss Function
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# of layers kept

total loss:



Average # of Layers for Text Operations
Randomly sample 100 paragraphs from the XSum test set (Narayan et 
al., 2018), which is a collection of news articles. We evaluated 
FlexiDepth on three subtasks for each paragraph

Results: the average number of layers used per token 

• Copy: 22.0 layers 

• Summarization:  28.7 layers

• Continuation:  30.3 layers
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• Please copy this paragraph
• Please summarize this paragraph into a single sentence
• Please continue writing this paragraph



Average # of Layers for Math Calculation

Generate a list of 5–10 integers between 10 and 99. Three subtasks:

The number of layers used per token: 

• Copy: 20.1 layers

• Addition: 22.5 layers

• Multiplication: 23.9 layers
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Please repeat the following list for 5 times: [...]
Please calculate the sum of numbers in the following list: [...]
Please calculate the product of numbers in the following list: [...]



Layer Traffic

Percentage of tokens processed by each layer (Layer 17th to 32nd, Llama-3-8B-Instruct)
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Method Comparison
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Llama-3-8B-Instruct, which consists of 32 layers.



Layer Skipping Shows Underutilized Computation
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Layer skipping is not 
synchronized during token 
generation; different tokens 
bypass different layers.
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Another Perspective: Direct Multiple Token Decoding

Instead of skipping layers, can these layers
be used to compute future tokens? 

Goal:  Does not require verification,
unlike speculative decoding.
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Preliminary Results on Qwen3-4B

• Achieved by fine-tuning Qwen3-4B with 1.5B tokens
• Utilized the last 8 of the 36 layers for predicting the second and subsequent 

tokens
• Up to 2x speedup (likely more speedup if fully retrained)
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Luo, Wang, Yan, “Direct Multiple Token Decoding,” will be on arxiv soon.



Links

• Project Website/Model/Code/Data

• We seek collaboration with additional 
compute and training data to extend 
these ideas, including MoE. 

• Thanks!
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