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SORRENTO – Self-Organizing Cluster for Parallel Data-Intensive 
Applications 

 

Overview 

The goal of the Sorrento project is to build a self-organizing storage system upon the 
cluster architecture, with emphases on four aspects: programmability, manageability, 
performance, and availability.  

Clusters provide a cost-effective computing platform, and incremental scalability. 
Sorrento is built upon the cluster architecture and aims to provide more efficient usage of 
storage devices and I/O bandwidth.  

Sorrento is designed for cluster applications that need to access large amounts of 
data and whose working set does not fit into the memory. Internet services, data mining, 
stream-media services are among the applications that can benefit from such a system. 

Sorrento project is headed by Hong Tang and Professor Tao Yang. The code has 
mainly been written by Aziz Gulbeden, William D. Strathearn, Hong Tang, Jingyu Zhou 
with much help from other students including Lingkun Chu, Zhongnan Shen. 

The code is written in C/C++, and targeted for Linux based clusters. 

Sorrento project is partially supported by NFS and Ask Jeeves Inc. 

 

Copyr ight 
  Copyr i ght  ( c)  2001,  2002 The Regent s of  t he Uni ver s i t y  of  Cal i f or ni a 
  Al l  r i ght s r eser ved.  
 
  Redi st r i but i on and use i n sour ce and bi nar y f or ms,  wi t h or  wi t hout  
  modi f i cat i on,  ar e per mi t t ed pr ovi ded t hat  t he f ol l owi ng condi t i ons 
  ar e met :  
 
   1.  Redi st r i but i ons of  sour ce code must  r et ai n t he above copyr i ght  
  not i ce,  t hi s l i s t  of  condi t i ons and t he f ol l owi ng di scl ai mer .  
 
   2.  Redi st r i but i ons i n bi nar y f or m must  r epr oduce t he above copyr i ght  
  not i ce,  t hi s l i s t  of  condi t i ons and t he f ol l owi ng di scl ai mer  i n t he 
  document at i on and/ or  ot her  mat er i al s pr ovi ded wi t h t he di st r i but i on.  
 
   3.  Al l  adver t i s i ng mat er i al s ment i oni ng f eat ur es or  use of  t hi s 
   sof t war e must  di spl ay t he f ol l owi ng acknowl edgement :  Thi s pr oduct  
   i nc l udes sof t war e devel oped by t he Uni ver s i t y  of  Cal i f or ni a,  Sant a 
   Bar bar a.  
 
   4.  Nei t her  t he name of  t he Uni ver s i t y  nor  t he names of  i t s  cont r i bu-
t or s 
  may be used t o endor se or  pr omot e pr oduct s der i ved f r om t hi s sof t war e 
  wi t hout  speci f i c  pr i or  wr i t t en per mi ssi on.  
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  THI S SOFTWARE I S PROVI DED BY THE REGENTS AND THE AUTHORS ` ` AS I S' '  
  AND ANY EXPRESS OR I MPLI ED WARRANTI ES,  I NCLUDI NG,  BUT NOT LI MI TED TO,  
  THE I MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS FOR A PARTI CU-
LAR 
  PURPOSE ARE DI SCLAI MED.  I N NO EVENT SHALL THE REGENTS OR CONTRI BUTORS 
  BE LI ABLE FOR ANY DI RECT,  I NDI RECT,  I NCI DENTAL,  SPECI AL,  EXEMPLARY,  
  OR CONSEQUENTI AL DAMAGES ( I NCLUDI NG,  BUT NOT LI MI TED TO,  PROCUREMENT 
  OF SUBSTI TUTE GOODS OR SERVI CES;  LOSS OF USE,  DATA,  OR PROFI TS;  OR 
  BUSI NESS I NTERRUPTI ON)  HOWEVER CAUSED AND ON ANY THEORY OF LI ABI LI TY,  
  WHETHER I N CONTRACT,  STRI CT LI ABI LI TY,  OR TORT ( I NCLUDI NG NEGLI GENCE 
  OR OTHERWI SE)  ARI SI NG I N ANY WAY OUT OF THE USE OF THI S SOFTWARE,  
  EVEN I F ADVI SED OF THE POSSI BI LI TY OF SUCH DAMAGE.  
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Sorrento Walkthrough - Installation 

This document describes the installation steps of Sorrento for a Linux system. 

 

1. Required L ibrar ies 

The “gsl”  and “db3”  libraries need to be present in the system for Sorrento to com-
pile and run.  

You can use the command “ r pm - qi  gsl ” , “ r pm - qi  db3”  to check if these librar-
ies are installed. If you do not have root access, you may install them in your home 
directory and link Sorrento to them during compilation by modifying the file 
“cbs/ sr c/ conf i g. l i b”  accordingly. 

 

2. Source code 

The source code can be downloaded from: http://www.cs.ucsb.edu/projects/sorrento/ .  

 

3. Building Sorrento L ibrar ies 

1. Extract the archive in the directory where you want to install Sorrento in. 

2. cd into “cbs/ sr c/ shar ed”  

3. Execute “make i ni t ”  which will create the necessary directories for Sorrento instal-
lation. (in “cbs/ sr c/ shar ed” ) 

4. Build the libraries used by Sorrento through the command “make l i b”  (in 
“cbs/ sr c/ shar ed” ) 

 

4. Building Sorrento Directory Server  

1. cd into “cbs/ sr c/ daemon” . (You can use the command: “cd . . / daemon/ ” ) 

2. Issue the command “make l i b”  (in “cbs/ sr c/ daemon” ). 

3. cd into “cbs/ sr c/ daemon/ di r _sr v” . (You can use the command: “cd di r _sr v/ ” ) 

4. Create the executable through “make”  command. 

 

5. Building Storage Provider  and Other  Utilities 

1. cd into into “cbs/ sr c/ daemon/ ser ver ” . (You can use the command:  
“cd . . / ser ver ” ) 

2. Create the executables through “make”  command. 

3. cd into into “cbs/ sr c/ daemon/ t ool s” . 
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4. Create the executables through “make”  command. 

 

Now all the executables should be ready for deploying Sorrento. Read the next sec-
tion for executing Sorrento. 
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Sorrento Walkthrough – Deploying Sorrento 

This document explains how to run Sorrento after the executables are built. 

 

1. Star ting the Namespace Server  

1. cd into “cbs/ sr c/ daemon/ di r _sr v” . 

2. Start the directory server through the command “ . / di r _sr v - f  di r sr v. conf ” . 

 

2. Star ting Storage provider(s) 

1. cd into “cbs/ sr c/ daemon/ ser ver ” . 

2. Edit the file “sor r ent o. conf ” . Here the I dent  and Channel  should be the same as 
the ones in the configuration file used by the directory server (i.e. 
“ . . / di r _sr v/ di r sr v. conf ” ). Modify Home, Par t i t i ons1 and other parameters in 
the file if necessary. Save and exit. 

3. Prepare the storage provider directories through the executable sor _i nst al l  located 
at “cbs/ sr c/ daemon/ t ool s”  through the command:  
“ . . / t ool s/ sor _i nst al l  –f i g sor r ent o. conf ”   
(execute this from the directory “cbs/ sr c/ daemon/ ser ver ” ).  

4. Start the storage provider through the command “ . / mai n sor r ent o. conf ” . 

 

3. Monitor ing the Sorrento Deployment 

1. cd into “cbs/ sr c/ daemon/ ser ver ” . 

2. Start the Sorrento monitor utility through the command “ . / t 4 sor r ent o. conf ” . 
This program will display the resources in the current deployment, and their loads. 

 

4. Testing the Sorrento Deployment 

1. cd into “cbs/ sr c/ daemon/ ser ver ” . 

2. Start the Sorrento shell through the command “ . / sor _shel l  - f  sor r ent o. conf ” . 
This program will open a shell that allows basic file operations to be performed and 
tested. 

 

                                                 
1 Using more than one partition in the current version might cause problems. 
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Sorrento Walkthrough – Using Sorrento in Applications Through Sorrento 
API 

This document explains how Sorrento can be used by linking applications directly to 
Sorrento. Here is a sample C++ program that makes file system calls through Sorrento: 

 

# i ncl ude <st di o. h> 
# i ncl ude <si gnal . h> 
 
# i ncl ude " sor _cl i ent . h"  
# i ncl ude " sor _f s. h"  
# i ncl ude " sor _f i l e. h"  
# i ncl ude " subscr i ber . h"  
 
usi ng namespace st d;  
 
s t at i c  Subscr i ber  * sub = NULL;  
st at i c  Sor Cl i ent  * scl i  = NULL;  
 
st at i c  voi d out put _er r or ( const  char  * cmd) {  
  pr i nt f ( " %s f ai l ed:  %s. \ n" ,  cmd,  scl i - >st r _er r or ( ) . c_st r ( ) ) ;  
}  
 
i nt  mai n( i nt  ar gc,  char  * ar gv[ ] ) {  
  const  i nt  bl ockSi ze = 4;  
  char  buf [ bl ockSi ze+1]  = " ABCD" ;  
  char  obj Name[ 16]  = " mi ni mal . t est " ;  
  i f  ( ar gc < 3) {  
    pr i nt f ( " Usage %s <Conf - Fi l e> <Depl oyment I D>\ n" ,  ar gv[ 0] ) ;  
    pr i nt f ( " e. g.  %s sor r ent o. conf  Mayo\ n" ,  ar gv[ 0] ) ;  
    r et ur n - 1;  
  }  
  char  * conf i g=ar gv[ 1] ;  
  char  * i dent  = ar gv[ 2] ;  
  Sor Fi l e * psf ;  
  of f _seg_t  wr i t t en_l en;  
 
  s i gnal ( SI GPI PE,  SI G_I GN) ;  
  Sor r ent oConf  sconf ( conf i g) ;  
  sub = new Subscr i ber ( sconf ) ;  
  sub- >st ar t ( ) ;  
  pr i nt f ( " St ar t i ng t he pr oxy,  pl ease wai t  . . . \ n" ) ;  
  s l eep( 3) ;  / /  wai t  f or  3 seconds.  
  Sor FS sor f s( sub,  st r i ng( i dent ) ) ;  
  sc l i  = new Sor Cl i ent ( &sor f s) ;  
 
  psf =scl i - >cr eat e( obj Name) ;  
 
  i f  ( psf  == NULL) {  
    out put _er r or ( " Cr eat e" ) ;  
    r et ur n –1;  
  }  
 
  i f  ( sc l i - >wr i t e( psf ,  0,  buf ,  bl ockSi ze,  wr i t t en_l en) ==f al se)  
    out put _er r or ( " Wr i t e" ) ;  
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  i f  ( sc l i - >cl ose( psf )  == f al se)  
    out put _er r or ( " Cl ose" ) ;  
 
  sub- >st op( ) ;  
  sub- >f i nal i ze( ) ;  
  del et e sub;  
  del et e scl i ;  
  r et ur n 0;  
}  
 
 
 

This program is present in the codebase in the file: 
“cbs/ sr c/ expr / r emexec/ mi ni mal . cc” . 

Use the command “make mi ni mal ”  to build it and “ . / mi ni mal  sor r ent o. conf  

Mayo”  to execute it. The directory server and at least one storage provider should be 
running in order to perform the operations successfully. The program creates a file named 
“mi ni mal . t est ”  in Sorrento and writes the string “ABCD”  into the file. 
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Sorrento Walkthrough – Using Sorrento in Applications Through Kernel 
Switch 

This document explains how Sorrento can be used by linking applications directly to 
Sorrento.  

(to be written by Jingyu or Bill) 
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Structure of the Sorrento Code 

 
This document provides an overview of the components in the Sorrento system by 
explaining their functionalities and how different modules interact with each other.  
 

 
1. Server  Directory: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.1 Classes Used By The Client Side Applications: 

 

SORRENTO CLIENT 

Header file: 
sor_client.h 

Descr iption: 
Applications use this header file to access Sorrento. sor_client provides basic file 
system functionality, it allows making operations on directories and files. 

Example: 
 See “cbs/src/expr/remexec/micro_ben2.cc”  for an example. 
 
SORRENTO FILE SYSTEM 

Header File: 
 sor_fs.h 
Descr iption: 
 Maintains the information regarding the file system. 
 
SORRENTO FILE 

Header file: 

server.h 

protocol.h 

dispatcher.h 

client.h 

publisher.h subscriber.h 

sor_client.h 

sor_file.h 

sor_fs.h 
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sor_file.h 
Descr iption: 

This module represents the way a file is stored in the system. Small files that can 
be sent within a UDP packet are stored together with their metadata header. For 
larger files metadata and the segments are separated. The metadata block contains 
the GUIDs of the data segments. 

 
SUBSCRIBER 

Header file: 
subscriber.h:  

Descr iption: 
The messages published by the nodes in the system are received by the sub-

scr i ber  module of the other components. This module keeps the membership in-
formation. 

 
 
1.2 Classes Used Internally By The System 

 
client.h:  This module is used by the sor _f i l e module, it allows sor _cl i ent  to access 
the system at the granularity of segments (not files). This appears as a separate module 
than sor _cl i ent  because it hides the details of the system from applications. Also any 
other module might use cl i ent . h if it needs to read data from, or write data to another 
storage server (as in the case of replication or migration). 
 
protocol.h: Protocol allows the messages to be sent between two hosts in the system. The 
client’s requests (such as open, read, remove file) are sent to the storage servers through 
this module. Similarly, servers use this module to interact with each other for purposes 
such as notifying homehost about a change in a locally stored segment or for replication 
requests and notifications. 
 
dispatcher.h: Storage servers listen to the network using this module, it listens on both a 
TCP port and a UDP port and forwards the incoming requests to the corresponding 
module in the storage server part. 
 
publisher.h:  Periodically the storage providers announce their presence and their load to 
the other components through a multicast channel.  
 
host_load.h: This keeps the information that is being published. 
 
server.h: The ser ver  module provides storage to the cl i ent . It communicates to the 
cl i ent  using pr ot ocol  module through di spat cher , and membership information is 
kept using the subscr i ber  module. The ser ver  module contacts other servers to push or 
pull data from them in order to locate data, or to replicate it. 
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srvcatalog.h: This module stores information about the segments whose homehost is the 
current host but it is stored at another storage provider. 
 
srvcatalogupdater.h: Catalog updater periodically pulls data from other providers asking 
for objects that map to the current host through consistent hashing. 
 
host_map.h: Hostmap is used for translating object ids to host ids. If the homehost of a 
particular segments is being searched, the host map provides the address of the host that 
the segment maps to.  
 
sor_fs.h: Handles the communication with the metadata server. 
 
sorrento_conf.h: Reads the configuration file that provides the setup information for a 
Sorrento session.  
 
sor_dll.h: A doubly linked list. 
 
sorrento_types.h: Contains the objects that are used commonly among different modules. 
 
srv_callback.h: An interface to allow server to be notified about the host joins and 
leaves. 
 
replicator.h: The replication module that keeps track of the replication degrees of the 
segments and where they are replicated at for the segments that map to the corresponding 
server. If the replication degree requirement is not satisfied, it chooses a new replica site, 
and if the versions of the replicas are not up to date, it notifies them to get the latest 
updates from the server that has them. 
 
sor_shell.cc: A terminal to test functionality of Sorrento through commands. 
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sor_client.h 

subscriber.h sor_file.h 

srvcatalog.h host_map.h 

dir_srv 

sor_file.h 

replicator.h 
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Verfs Directory: 

 
 
 
 
 
 
 

block_map.h 

verfs_fi.h 

verfs_desc.h 
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