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I ntroduction

While the rapid evolution of The Internet continues to defineew medium for the
sharing and management of information, it also brings witthé potential for har-
nessing vast numbers of computers, storage devices, amdnketas a platform for
computation. Developing and running programs that can dm@wpute power from
globally distributed resources poses new challenges ®ictdmputer and computa-
tional science communities. In addition to interoper#pdind security (which are key
concerns for Internet users and developers as well), atjglits that use distributed
resources as a unified compute platform must be able to a&performance levels
that are greater than any single resource could deliveealon

The Computational Grid [13] is a software approach, the main goal of which is
to aggregate resources that are culled from a global resqaual for use by applica-
tions and their users. Using a ubiquitous software venediptitovides a consistent set
of services, Grid applications should be able to draw compotver from a federated
collection of resources (i.e. generators) much in the saayethat electrical appliances
draw electrical power from a power utility. Building the s@ére infrastructure that is
capable of realizing this ambitious metaphor is the focumahy research and devel-
opment efforts at present. This article attempts to surtley State” of Computational
Grid computing in terms of some, but by no means all, of theenly active Grid
efforts. We've categorized on-going work in this area adeuy to current practice,
research efforts, andcommercial developments but we stress that the projects we've
chosen to describe (particularly the research projectsinaended only to be a repre-
sentative sampling from a population too large to detaibetively.

Current Practice

Grid software infrastructures that implement basic sewigave matured to the point
where they have engendered active user communities. Tlegyaatable between all
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of the currently available Unix and Linux implementatioasd are able to run on all
of the architecture types used for scientific and engingezomputing (e.g. parallel
supercomputers, workstations, parallel shared-memoohmas, laptops, etc.) Com-
patibility with the Microsoft operating systems is increggy becoming a requirement,
and development is underway, but as of yet, little in the wh§pooduction quality”
software is available for these platforms.

The Grid software infrastructure in widest use today is @®o[L5] — a software
toolkit for building Grid-enabled applications and seesc Globus implements a set of
non-proprietary protocols for securely identifying, alding, and releasing resources
within a Grid (i.e. from a globally federated pool). Appliens use directly a variety
of programming tools and libraries that implement thesdquals to locate and gain
access to Grid resources. At the same time, any operatiobecanthenticated via the
Globus Grid Security Infrastructure (GSI) [21] mechaniqosing X.509 certificates,
by default) which are built into all software componentsol@&ls is available as open
source, portable amongst all versions of Unix and LinuxI(iding those that run on
supercomputers, shared-memory parallel machines, cdustee.), and is used by a
large number of the active Grid projects today.

Another mature and widely used infrastructure is Condot.[Txiginally devel-
oped as a “cycle-scavenging” system for workstation netao€ondor’s developers
have adapted it to work in wide-area settings, and have aolaiedlel supercomputers,
clusters, shared-memory multiprocessors as target matypes. Condor attempts to
maximize job throughput by borrowing time from idle resasc Resource owners
who agree to run Condor specify the conditions under whichddomay acquire and
must release their resources. When a resource becomdsesfiyyi acquisition, Con-
dor is free to schedule jobs on it. If processor or keyboatdiicindicates that the
resource is no longer idle, Condor checkpoints any jobswgxegon the resource and
evacuates them.

Condor also supports a high-level resource discovery nméstmecalledmatchmak-
ing that allows users to specify their resource needs in a légatlanguage. When the
jobis launched, Matchmaker service performs a best-ficbeairthe resource database
to determine the resources that should be allocated.

Globus and Condor interoperate. Condor-G (as the combméticalled) uses a
combination of the Condor resource allocation strategiediding matchmaking) and
the Globus security and resource access mechanisms. Tteisessecure, portable,
and efficient system for implementing a high job-throughgaytability in Grid settings.

Grid Projects

There are several large-scale Grid computing efforts wsagrmost if not all of which

use Globus, Condor, or Condor-G in some capacity, but wht iaclude research
products from the wider community. The TeraGrid [38] Prtjéended by the National

Science Foundation, is deploying a national-scale mudtifiution Grid to support sci-
entific computing with an expected peak performance of Ed&flops. TeraGrid users
will be able to log-on to a nationally distributed collectiof high-performance re-
sources and to treat them as a single heterogeneous compatand storage platform.
Other Grid development and deployment projects have sigpdals and scope, but typ-



ically with an emphasis on a particular application domaiolass of problems. These
projects include the Grid Physics Network (GriPhyN) [20]e tNetwork for Earth-
quake Engineering System (NEES) [27], the NASA Informattmwer Grid [24], the
Department of Energy’s Particle Physics Data Grid (PPD@]),[the European Data
Grid [12], and the Asia-Pacific Grid [2]. While the state ofvd®pment and size of
the user community supported by these projects varies) taigether they constitute a
cross-section of effective Grid planning and implementatoday.

Research Efforts

Research focusing on how to build and use Computationak@adtinues to expand
rapidly, yielding a plethora of experimental executionieswments, schedulers, mod-
eling systems, and user-interface tools. Indeed, so muck isaunderway that an
exhaustive enumeration of these systems and their respitesent is difficult to imag-
inel. Instead, our intention is to survey representative reseeiforts as an entree to
the wider field.

Perhaps the most comprehensive single Grid research priojéerms of its scope,
is the Grid Application Software (GrADS) [17] Project cergd at HiPerSoft [22].
GrADS investigates an integrated approach to Grid programeldpment and exe-
cution that includes automatic Grid-enabled librarieanpiation and compile-time
optimization techniques targeting the Grid, high-perfanme Grid runtime scheduling
systems, dynamic application monitoring and control, nevd Gimulation capabil-
ities, and market-based Grid resource allocation strasegiWhile these foci, taken
individually, are each an active area of research, GrAD&udysng what is necessary
to combine them into an effective programming and executiovironment for the
user.

The GrADS results generated in these research areas buifdthipse from a num-
ber of seminal and currently active Grid projects, includikppLeS [3] for application
scheduling, Autopilot [5] for application monitoring andrdrol, MPICH-G [26] for
MPI support, The Network Weather Service [31] for resouramitoring and per-
formance forecasting, and ScaLAPACK [35] for numericatdities and distributed
performance tuning. GrADSoft (the experimental softwar@m@nment developed by
GrADS) should also be able to leverage other Grid progrargrsystems such as Net-
Solve [28] and Ninf [30] that provide Remote Procedure CRFPC) services that are
Grid "aware.”

By itself, the subproblem of storage management in Gridrenwents is the sub-
ject of active research. The Storage Resource Broker (SBB)droject is investi-
gating infrastructure requirements that must be met toigeoa uniform interface to
storage across heterogeneous resources. Using a diffecst@ for distributed stor-
age, the Internet Backplane Protocol (IBP) [23] projectsiders the use of storage de-
pots from which clients can make temporary allocation retgi@anonymously. While
their approaches are different and complementary, bothesfet projects are focused
on optimizing data delivery to Grid client applicationsrralisparate storage sites.

1A web search using www.google.com for the key words “cominrtal grid” on 12/11/01 yielded 743
relevant web pages.



Complementing the computational and storage capabiitiesstigated by projects
such as GrADS and its related work, the Access Grid [1] Ptaealies how the Grid
can be used to foster human interaction and collaboratioradtition to “standard”
video conferencing capabilities, the Access Grid is desiigio support collaborating
teams of users who require more than simple audio and visualectivity to inter-
act. Users can participate in “virtual venues” that arethuging Multi-User Domain
(MUD) environments and multi-media systems.

Providing a Grid computing capability via the World-wide bVes also an active
research area. The Purdue University Network ComputingsfiBNCH) Project [34]
uses a set of runtime resource brokering services to igepifential execution sites
for a user’s job. It then launches the job and provides a webser interface for its
status and control.

PUNCH is an example of a wider effort to provide web-porta laccess to Grids [19].
In a similar vein, the Indiana University Common Componenthtecture Toolkit
(CCAT) Project [8] is studying ways that Grid software compat interfaces can be
standardized and maintained. The Globus CoG Kit [9] exté¢hidsnotion to include
technologies and tools that have been developed origifaallpternet applications and
web services.

In addition, researchers are developing application fraonks for specific types
of applications that share common characteristics. ThéuSatevelopment environ-
ment [7] provides an object-oriented development framé&wvioat has been used, pri-
marily, to implement large-scale physics applicationgfierGrid. Simulation parame-
ter “sweeps” in which an individual simulation is to be rupeatedly using a different
parameterization each time is also a successful class dof &plication. Both the
Nimrod [29] and AppLeS Parameter Sweep Template (APSTepts[4] are studying
ways to optimize the execution of these scientific apploceti

Commercial Endeavors

The success of Grid research, and the user community it trastatd, has generated
commercial interest in the Computational Grid paradigmcd®ly, Compaq, Cray,
Silicon Graphics, Sun Microsystems, Veridian, Fujitsuiddhi, NEC, Entropia, IBM,
Microsoft, and Platform Computing announced plans to dgvebmmercial offerings
based on Globus [16]. These companies intend to leveragepthe standard that
Globus has fostered in the community as the basis for newgsoducts.

Spin-off companies are also flourishing. Sun Microsyste@ril Engine product
line [18] stems from an early company acquisition. The Av@&rporation [6] is of-
fering a commercialized version of Legion [25] — a fully otfjeoriented Grid system
originally developed at the University of Virginia.

Other companies are exploring peer-to-peer Internet tdolgies as a way of pro-
viding commercial Grid computing options. Entropia [11}itéd Devices [39], and
Parabon [32] offer distributed systems for enterprise widmternet-based Grid com-
puting. Users “sign-up” by activating a client library tretows both job submission
and safe cycle harvesting. In addition, users from the Waiitte Web are encouraged
to participate in public computing projects much in the savag that the Search for



Extraterrestrial Intelligence (SETI) Project recruitdurteers for SETI@Home [36].

Conclusion

The Computational Grid is an emerging distributed commuparadigm with active
research, user, and commercial development communitedatifely mature software
infrastructures that are freely available have engendetemst of large-scale develop-
ment and deployment efforts. Experimental research tlvasiigates more powerful
and easier-to-use techniques continues, and commertetst is robust.

With so much interestin the future of Computational Gridse Global Grid Forum
(GGF) [14] has been formed as a community-based organizttionformation inter-
change and standardization. Modeled after the Internahiéegng Task Force (IETF),
GGF participants (organized as working groups) addresgséssuch as security, uni-
form access to information services, data managemengmpeshce monitoring, and
application models as a community. As a body, the GGF mee¢® ttimes a year
internationally, and wide participation is welcome.

The networking revolution that launched The Internet curgs to open new pos-
sibilities with the advent of the Computational Grid. If sessful, computing power
will be available from a utility much in the same way that éteal power, cable T.V.,,
and Internet service are today.
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