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A Comparison of Heterogeneous Video Multicast
Schemes: Layered Encoding or Stream Replication
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Abstract—The heterogeneity of the Internet’s transmission
resources and end system capability makes it difficult to agree
on acceptable traffic characteristics among the multiple receivers
of a multicast video stream. Three basic approaches have been
proposed to deal with this problem: 1) multicasting the replicated
video streams at different rates; 2) multicasting the video encoded
in cumulative layers; and 3) multicasting the video encoded in
noncumulative layers. Even though there is a common belief
that the layering approach is better than the replicated stream
approach, there have been no studies that compare these schemes.
This paper is devoted to such a systematic comparison. Qur
starting point is an observation (substantiated by results in the
literature) that a bandwidth overhead is incurred by encoding
a video stream in layers. We argue that a fair comparison of
these schemes needs to take into account this overhead, as well
as the specifics of the encoding used in each scheme, protocol
complexity, and the topological placement of the video source
and the receivers relative to each other. Our results show that
the believed superiority of layered multicast transmission relative
to replicated stream multicasting is not as clear cut as is widely
believed and that there are indeed scenarios where replicated
stream multicasting is the preferred approach.

Index Terms—Multimedia communication, video multicasting,
scalable video streaming.

1. INTRODUCTION

SYSTEM for multicasting video over the Internet has to

deal with the question of heterogeneity of the receivers
capability and/or requirements. Typically, receivers and the
paths leading to them will have different reception capacity. We
are, therefore, faced with the problem of trying to accommodate
this difference among the receivers: low capacity receivers are
heavily loaded and suffer from network congestion, but high
capacity receivers are lightly loaded and under-utilized. This
problem has been addressed by many researchers (e.g., [2]-[4],
[13], [18], and [19]). Note that the problem of multicasting
video in a heterogeneous environment is important regardless
of whether native network layer multicast or application layer
multicast [5] are used.

There are three basic approaches.

* The replicated stream approach [4], [13]
In this approach, the video source multicasts several
streams with identical content but at different data rates.
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Each stream is multicast over its own multicast group.
Receivers subscribe to the appropriate stream and may
switch among streams as their capacity changes. These
streams can be generated by encoding the source video
with different compression parameters.

» The cumulative layering approach [18], [19]

In this approach, the video is encoded in a base layer
and one or more enhancement layers. The base layer can
be decoded independently, but the enhancement layers
can be decoded cumulatively (i.e., layer £ can only be de-
coded along with layers 1 to k — 1). The enhancement
layers contribute to the improvement of the video quality
that leads to the progressive refinement. Each layer is mul-
ticast on its own group by a source. Receivers join at least
the layer 1 multicast group and add/drop other layers ac-
cording to their reception capacity.

MPEG-2, MPEG-4, and H.263 support cumulatively
layered encoding by defining scalability modes: data par-
titioning, signal-to-noise ratio (SNR) scalability, spatial
scalability, and temporal scalability [10]-[12]. Combina-
tions of the scalability modes lead to hybrid scalability
consisting of multiple layers.

e The noncumulative layering approach [3], [9]

In this approach, the video is encoded in two or more
independent layers. Each layer can be decoded indepen-
dently and provide improvements to the video quality.
Each receiver can join any subset of the video layers.

Multiple description coding (MDC) can be used for
noncumulatively layered multicasting. Each description
in MDC can lead to the reconstruction of the source video,
and multiple descriptions together yield smaller distortion
[6]. To provide these features, a number of MDC schemes
for video encoding have been developed recently [1], [21],
[24]. Each scheme provides different characteristics of
compression efficiency, delay, and error resilience.

There is a common belief that the layering approach is better
than the replicated stream approach. The main argument is that
replicated streams waste bandwidth by essentially duplicating
the transmission of the content represented by the base layer
(and possibly other lower layers). Even though this is a widely
stated conclusion, we are not aware of any studies that have actu-
ally compared these approaches in a quantitative and systematic
manner.

The goal of this paper is to compare these video multicast
techniques. Our starting point is an observation (substantiated
by results in the literature) that by encoding a video stream in
layers, one incurs a bandwidth overhead [7], [8], [14], [17], [22].
This overhead can sometimes change the bandwidth efficiency
in favor of replicated stream video multicasting. We argue that a
fair comparison needs to take into account this overhead as well
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as the specifics of the encoding used in each scheme, protocol
complexity, and the topological placement of a video source and
receivers relative to each other.

This paper is devoted to such a comparison. It is organized as
follows. In Section I, we consider the issue of layering overhead
in more detail. Section III considers the question of optimizing
the rate allocation to layers and to replicated streams. This op-
timization is necessary in order to insure that a fair comparison
of the best layering scheme with the best replication scheme.
Section IV and V report on results from experiments we have
used to provide a quantitative comparison. Section VI provides
a comparison of the protocol overheads involved in the multi-
cast schemes. The paper is concluded in Section VIIL.

II. OVERHEAD IN LAYERED VIDEO

In this section, we describe how layered encoding of video
incurs a bandwidth overhead. Consider a video that is encoded
as a single (nonlayered) stream with a given quality and that
results in a data rate of R,,;, including all protocol/packetiza-
tion overheads. Let the same video be encoded in m cumulative
layers with the data rate for layer ¢ being R;,, again including
all protocol/packetization overhead. We further assume that the
layered encoding of the video is such that, if a receiver receives
and decodes all layers, the quality of the video will be the same
as the nonlayered video stream with rate R,,;.

The basic conclusion that we reach is that

Ry <R = iRl,
i=1

Results in the literature indicate that the equality above is rarely
achieved and that R; can be as much as 20%—-30% higher than
Ry

We substantiate this conclusion as follows.

e Information theoretic results

These results are derived in terms of the rate distortion
function, R(P,A), which describes the required rate to
encode a memoryless source at a maximum distortion of
A. The distortion is a measure of the quality degradation
represented by the encoding of the source.

The general result is that, for the same source and the
same distortion, a successively refined (i.e., layered) en-
coding requires at least as much data rate as a nonlay-
ered encoding [15]. While equality is possible, it requires
a strict Markovian condition to apply to the source and
is generally not achievable. Moreover, the result in [14]
shows that the performance of the layered encoding is not
better than that of nonlayered encoding for a finite-length
block code, even if the Markovian condition holds.

e Packetization overhead

For certain scalability modes, enhancement layers are
designed to be syntactically independent of one another.
Along with the residual information, a data stream needs
to also carry syntactic data, such as picture header, start
codes, group of pictures (GOP) information, and mac-
roblock header. This can incur a large amount of overhead
especially at low data rates [17].

+ Experimental evidence

Fig. 1 shows an experimental result of the video quality

versus data rates for the flower sequence by comparing
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Fig. 1. Performance comparison of MPEG-2 SNR scalability and
nonscalability mode. The layering overhead ranges from 0.4% to 117%.

MPEG-2 SNR scalability and nonscalability mode. The
video quality is measured in peak signal-to-noise ratio
(PSNR) by varying quantization step size. A layered
stream has two layers consisting of a base layer and
an enhancement layer at (Q,Q.), where @ is the
quantization step size of the base layer and (). is that
of the enhancement layer. Both PSNR and data rate are
averaged over the entire video.

This result demonstrates that a layered stream requires
more data rate than a nonlayered stream to provide the
same quality. The difference ranges from 0.4% at 27.7 dB
to 117% at 23.2 dB. Note that the difference is expected
to grow as the number of layers increases, since the ac-
cumulation of the redundancy leads to the increase of the
overall distortion in layered video encoding [25].

Similar and more extensive experimental results can be
found in [16]. The authors investigated the impact of the
number of layers, bit rates, and packet loss on the per-
ceptual video quality as determined by subjects scoring
the quality of the video, when MPEG-2 data partitioning
and SNR scalability are employed. The experimental re-
sults showed that the difference ranges from nearly O for
the highest quality video (scoring close to 4.5) to 57%
for fair quality video (scoring close to 3). For a score
of 4 (good quality video), the overhead varies from 2%
(the flower sequence) to 49% (the basket sequence). Re-
cent research efforts have focused on developing an ef-
ficient scalable video encoding. One of the most signif-
icant results is MPEG-4 fine-grained scalability (FGS).
Extensive experimental results can be found in [20]. The
authors compared the performance of FGS with the tra-
ditional SNR scalability, and showed that FGS provides
better performance than SNR scalability. However, it was
found that FGS suffers coding inefficiency if a video se-
quence has a high temporal correlation, or if the data rate
of base layer is small. Experimental results show that there
exists a coding overhead, and the overhead ranges from 0
in a high degree of motion to 50% in low degree of mo-
tion.
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» Protocol overhead

The nature of the subscription to multiple layers in lay-
ered video multicasting may cause additional overhead, as
the receiver needs to manage these multiple subscription.
For example, in the context of receiver-driven layered
multicast (RLM) [19], the probing mechanism of avail-
able bandwidth depends on join experiments. However,
join experiments incur bandwidth overhead since they re-
quire to send a join message and to multicast a message for
shared learning. The amount of bandwidth overhead is in-
creased, as the group size of a multicast group grows. Also
the subscription of multiple layers requires more buffer
size and better synchronization capability than replicated
stream video multicasting. More discussions and experi-
mental results are presented in Section VI.

III. OPTIMIZING STREAM RATES

To carry out a fair comparison of the layered and replicated
stream multicast schemes, we need to insure that each scheme is
optimal. We also need to insure that a similar set of rate choices
is available for all schemes. The question here is how to deter-
mine the number and rates for the set of replicated streams and
for the layers.

In this section, we present: 1) a rate allocation algorithm to
determine the data rate of each stream and 2) a stream assign-
ment algorithm to determine the reception rate of each receiver
by aggregating the data rates of the assigned streams in layered
and replicated stream multicasting. The goal of these algorithms
is to maximize the bandwidth utilization by each scheme for a
given network, a particular set of receivers, and given available
bandwidth on the network links.

To this end, we model the network by a graph G = (V, E),
where V is a set of vertices representing routers and hosts. E is
a set of edges representing connection links defined over V' x V.
A set of receivers is defined by C' = {¢;|¢; € V,i=1,...,n},
where n is the number of receivers.

An isolated rate for each receiver is defined by the data re-
ception rate of the receiver if there is no constraint from other
receivers in the same session [13]. The isolated rate can be com-
puted by the Dijkstra’s algorithm.

A bandwidth function B : E — R™ is defined on E with
b; = B(e;), where R is the set of positive real numbers. The
bandwidth function is considered as a measure of the residual
bandwidth available on the link e;.

A. Cumulatively Layered Multicasting

1) Rate Allocation: A cumulatively layered multicast ses-
sion is defined by o = {o;|oy; € RT,i = 1,...,m}, where o
is the data rate of layer 7 and m is the number of layers.

The first rate-allocation algorithm for cumulatively layered
video multicasting was proposed in [23] by maximizing the av-
erage signal reception quality. The authors in [26] proposed an
optimal receiver partitioning algorithm to determine the optimal
stream rates using dynamic programming. We adopt the latter
algorithm to determine the optimal data rates of «;: we de-
fine the group utility function by U({j + 1,...,i}) = (i —
7) f(rj+1), where r;1 is the isolated rate of the receiver j + 1
and f(r;+1) is an effective rate allocation function. The effec-
tive rate allocation function is defined by f : RT — R™ de-
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1: Compute the isolated rates
2: Assign £; o that does not exceed the isolated rate

Fig. 2. Stream assignment algorithm for cumulatively layered multicasting. A
receiver can subscribe to as many layers as possible within its capability.

scribing the effective reception rate, which is the data reception
rate contributing to video quality. By applying the optimal re-
ceiver partitioning algorithm with this group utility function, we
can maximize the overall effective reception rate.

2) Stream Assignment: The stream assignment algorithm is
presented in Fig. 2, given the stream rates «;. Note that we as-
sume each layer is routed over the same path and each receiver
can join as many layers as possible (line 2). Hence, the recep-
tion rate is determined by the sum of stream rates that does not
exceed the isolated rate.

B. Replicated Stream Multicasting

1) Rate Allocation: A replicated stream multicast session is
defined by B = {3;|8; € RT,i = 1,...,m}, where f3; is the
data rate of areplicated stream and 7 is the number of replicated
streams.

We determine the stream rates based on «;, determined in
Section ITI-A1. Specifically, 51 corresponds to the base layer of
cumulative layering and the other stream rates are determined
in a cumulative manner: if a receiver can join up to k layers
in cumulative layering, the receiver has the capability to join a
replicated stream of data rate 05, = Zle Q.

2) Stream Assignment: In the stream assignment algorithm,
it is required that the data rate of every receiver is strictly greater
than zero so that there is no receiver that cannot receive any
stream. This requirement can be satisfied by multicasting (31 to
all receivers, and therefore a receiver can subscribe to either the
base layer stream or a higher rate stream.

We define 6;, such that

1=1

61’ — {ﬂh -
Bi =P, 1<i<m.

The stream assignment algorithm for replicated stream mul-
ticasting determines the data reception rate of a receiver, given
the set of datarates § = {6;|6; € RT,i =1,...,m}. We define
€2; to be a set of receivers, such that Q; = {c;|¢s(c;) = 6:},
where ¢; is the rate-allocation function defined by ¢s : C' — 6.

We set up two objectives for stream assignment.

1) The minimum reception rate of all receivers is strictly
greater than zero.

2) Maximize Zs = Elﬂzl |QL|61 subject to Ziel‘ej 6; < bj,
where I'c, = {ile; € E;}, T; = (V;, E;), and T} is a
multicast tree for a replicated stream 4.

We develop a greedy algorithm to achieve the requirements.
The algorithm is described in Fig. 3. We first allocate 67 to all
receivers to satisfy the minimum reception rate constraint (lines
2-7). Next, a receiver is assigned a stream that has not yet been
assigned and has a maximum product of the group size and the
effective reception rate until every receiver is assigned to at least
one stream (lines 8—18). In stream selection, we assign an iden-
tity function to the effective rate allocation function for repli-
cated stream multicasting, since a nonlayered stream is not sup-
posed to incur layering overhead. Therefore, every receiver sub-
scribes to either a high-quality stream (line 12) or the base layer
stream (line 15).
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1: Compute the isolated rates
2: if all isolated rates are greater than J; then
3: bj < bj — 01. where b; = B(ej) and e¢; € E
4: 0 «— (6\01) U {0}
3 else
6: There is no feasible solution
7 endif
8: while not 2 =0 do
9: Compute the isolated rates
10: Select a stream ¢ with [€;]0; = max; [€;]6; (6, 95 € 9)
11: if §; > 0 then
12: Assign §; to €
13: Reduce the link capacity leading to €;
14: else
15: Assign d; to €
16: endif
17: Q— O\
18:  enddo
Fig. 3. Stream assignment algorithm for replicated stream multicasting. A

receiver can subscribe to either the base layer stream or high quality stream.

The feasibility of the stream assignment algorithm is guaran-
teed, if the data rate of a replicated stream multicasting session
is determined by the rate allocation algorithm in Section ITI-B-1.
This is because the data rate of the base layer is originally de-
termined by the optimal partitioning algorithm. Otherwise, this
algorithm may not provide a feasible solution when any receiver
has an isolated rate smaller than 6;.

Note that the rate allocation/stream assignment scheme may
reduce the data reception rate of a receiver compared to cumula-
tively layered multicasting. However, this does not always guar-
antee the effective reception rate of cumulatively layered mul-
ticasting is greater than that of replicated stream multicasting,
when we take the layering overhead into account.

C. Noncumulatively Layered Multicasting

1) Rate Allocation: A noncumulatively layered multicast
session is defined by v = {v;|y; € RT,i = 1,...,m}, where
~; is the data rate of a noncumulatively layered stream and m is
the number of streams. A set of receivers assigned to the stream
i is defined by 2, = {c;|v; € ¢(c;j)}, where ¢., is the stream
rate function defined by ¢, : C' — P(v) and P(v) is a power
set of v. The set of all receivers is Q' = U, Q).

In noncumulatively layered multicasting, a receiver can sub-
scribe to any subset of layers. This property provides a fine gran-
ularity for noncumulatively layered multicasting. For example,
given a noncumulatively layered stream v = {1, 2, 4}, a hetero-
geneity resulting from seven different isolated rates of {1, 2, 3,
4,5, 6,7} can be accommodated through selective subscription.
Hence, the noncumulatively layered session v shows the same
performance as the cumulatively layered session o = {o;|a; =
1,4 = 1,...,7}. This example demonstrates that the hetero-
geneity caused by -, (") = 2™ — 1 different link capacities
can be accommodated by aggregating the reception rates of m
noncumulative layers.

In this section, we propose a rate allocation algorithm for non-
cumulatively layered streams. The stream rates y; are allocated
based on «; as follows:

Y1 =1

Y2 = a1t
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1: Compute the isolated rates
2: if all isolated rates are greater than ; then
3: Assign 1 to all receivers
4: bj «— bj — 1. where b; = B(ej) and ¢; € E
5: v < (r\m) U {0}
6:  else
7 There is no feasible solution
8:  endif
9:  while not v =) do
10: Compute the isolated rates
11: Select a stream @ with 4] f(v;) = max; [ f(v;) (vi, 75 € 7)
12: if 7; > 0 then
13: Add ~; to
14: Reduce the link capacity leading to €2}
15: endif
16: ¥ =7\
7.  enddo

Fig.4. Stream assignment algorithm for noncumulatively layered multicasting
in which a receiver can subscribe to multiple streams. The data rate of the
aggregated streams leads to the minimum distortion.

Y1+72 =a1t+astas
V3 =artaztastoay

Y2tz ttYm =ortagt- - tagm o
Yit+ve+y3t o+ Ym =it azt -t aom ot oam g

where the optimum «; can be determined in Section ITI-A-1.

We simplify this relationship in a matrix form: AX = BY,
where A is a binary counting matrix, B is a lower triangular ma-
trix, X is a vector of the allocated data rates of noncumulative
layering, and Y is a vector of the optimal data rates of cumula-
tive layering [15].

Note that it is not generally feasible to determine the data
rate vy; for given «y, since the number of equations exceeds
that of unknown variable ;. We develop an approximate rate
allocation scheme by minimizing the mean-square error Z =
(AX - BY)?T(AX — BY). Hence, the allocated data rates of
noncumulatively layered multicast streams are determined by
X = (ATA)"'ATBY.

2) Stream Assignment: We have two objectives to assign the
noncumulatively layered streams.

1) The minimum reception rate of all receivers is strictly
greater than zero.

2) Maximize Z, = 37", |Qf]f(v;) when 37 i < by,
where T, = {ile; € E;},T; = (Vi, E;), T; is a multicast
tree for a noncumulatively layered stream ¢, and f(-y;) is
the effective rate allocation function.

In Fig. 4, we present a greedy algorithm for noncumulatively
layered multicasting to assign a stream with a maximum value
of the product of the group size and the effective reception rate.
We first allocate the base layer stream, -1, to all receivers (lines
2-8). A receiver is assigned every layer which has not yet been
multicast to any receiver and maximizes the product of group
size and effective reception rates until every stream is assigned
(line 11). The data reception rate of a receiver is the sum of data
rates of all assigned streams, since the aggregated data rate of
noncumulatively layered streams leads to the minimum distor-
tion.
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Experiment results in the dynamic model under the random receiver distribution: (a) Reception rate, (b) effective reception rate, (c) total bandwidth usage,

and (d) efficiency. Replicated stream multicasting shows the largest effective reception rate in (b) and the best bandwidth usage efficiency in (d).

IV. MODELS IN EXPERIMENTS

‘We compare the performance of the video multicast schemes
by experiment. The main goal in the experiment is to evaluate
the impact of the parameters, such as the amount of layering
overhead and the topological placement of receivers, on the
video reception quality. All schemes use the rates and stream
assignment as determined in Section III.

A. Network Model

We use GT-ITM [27] to generate 100 different transit-stub
graphs representing hierarchical Internet topologies. The graphs
consist of 1,640 nodes including ten transit domains, four nodes
per transit domain, four stubs per transit node, and ten nodes in
a stub domain (i.e., the number of nodes is 1640 = 10 - 4 -
(144 -10)). We assign 2.4 Gbps to transit-to-transit edges; 10
Mbps and 1.5 Mbps to stub-to-stub edges; and 155 Mbps, 45
Mbps, and 1.5 Mbps to transit-to-stub edges. The available link
bandwidth is chosen uniformly randomly in the range 1%—80%
of the full capacity of the edge.

B. Layering Overhead Models

Unless otherwise mentioned, the number of cumulatively lay-
ered video streams and the number of replicated video streams
are 8, and the number of noncumulatively layered video streams
is 4, as discussed in Section III-C-1. The amount of overhead in-
curred by cumulative and noncumulative layering is modeled as
follows.

In our preliminary work in [15], we assumed that the amount
of layering overhead is affected proportionally by the amount
of the data reception rate. However, the amount of layering
overhead depends on many parameters in practice, such as the
specifics of encoder, the degree of motion, and/or the dynamic
range of the bandwidth (i.e., [R1, R;], where R; is the data rate
of base layer and R, is the sum of the data rates of all layers).

In this paper, we consider a dynamic overhead model. The
dynamic overhead model captures the notion of the dynamically
varying nature of the layering overhead. The model is based on
the experimental results in [20]. The authors showed that the
stefan sequence exhibiting high temporal correlation between
frames (i.e., low degree of motion) incurs bandwidth overhead,
since FGS exploits the temporal information only at the base
layer.

The amount of layering overhead increases when the data rate
of base layer is small (i.e., wide dynamic range). Based on the
experimental results, we model the layering overhead by linear
interpolation: the amount of layering overhead is given by 520 —
1.6- R), (kbps), where R, is the data rate of the base layer and
R;, < 325 kbps. Note that the layering overhead is assumed
zero, when R;, > 325 kbps.

C. Performance Measures

In the experiment, we compare the performance by using the
following measures:
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Fig. 6. Experiment results in the dynamic model under the clustered receiver distribution: (a) Reception rate, (b) effective reception rate, (c) total bandwidth
usage, and (d) efficiency. Both cumulatively and noncumulatively layered video multicasting achieves greater data reception rate and greater effective reception

rate than that of replicated stream multicasting.

» the average reception rate which is the average data rate
received by a receiver;

e the average effective reception rate where the effective
reception rate at a receiver is defined by the amount of
data received less the layering overhead;

» the rotal bandwidth usage calculated by adding the total
traffic carried by all links in the network for the multicast
session—including all layers and all replicated streams;

 the efficiency defined by

total effective reception rate

efficiency =
Y total bandwidth usage

The efficiency is a measure of delivered data rate contributing to
the video quality for each unit of bandwidth used in the network.

V. EXPERIMENT RESULTS

A. Random Distribution

In the first experiment, we randomly select a server and re-
ceivers from a set of nodes in the graph. Receivers are selected
from all domains which results in random distribution of re-
ceivers. We investigate the performance of the video multicast
schemes by varying the number of receivers.

Fig. 5 shows the experiment results of the video multicast
schemes under the dynamic overhead model. In Fig. 5(a), the
average reception rate of cumulative layering, noncumulative
layering, and replicated stream multicasting are given by 91%,

81%, and 73% of the isolated rate. However, the effective recep-
tion rate of replicated stream video multicasting is the largest
in Fig. 5(b). Therefore, we can expect that the average video
quality of replicated stream video multicasting is the best. The
efficiency of replicated stream video multicasting is also the best
in Fig. 5(d).

B. Clustered Distribution

The layered video multicast schemes achieve better band-
width efficiency when multiple streams share the bottleneck
link. When the receivers are placed in one domain, it is more
probable that many of the receivers share a bottleneck link.
Hence, the layered video multicasting would be more efficient
than replicated stream video multicasting.

Fig. 6 shows the experiment results under the clustered re-
ceiver distribution, where receivers are chosen within only one
transit domain and a sender is selected from another domain.
Compared with Fig. 5, the performance of layered video mul-
ticasting is improved but that of replicated stream video multi-
casting is degraded. Even though some amount of layering over-
head is incurred, the effective reception rate of cumulatively lay-
ered video multicasting is always greater than that of replicated
stream multicasting: 11% in Fig. 6(b). The decrease of repli-
cated stream video multicasting accounts for the decrease of the
efficiency. Therefore, we can expect the performance character-
istics are changed in favor of layered video multicasting, when
receivers are clustered in a small number of domains.
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VI. PROTOCOL COMPLEXITY

In this section, we consider the protocol complexity of cumu-
latively layered multicasting and replicated stream multicasting,
since no existing protocol supports all three schemes. We com-
pare the protocol complexity by using RLM [19]. In RLM, a
receiver has the capability to decide whether to drop an addi-
tional layer or not. The decision is made by performing a join
experiment. Join experiments incur a bandwidth overhead, since
a receiver carrying out the experiment sends a join message and
multicasts a message identifying the experimental layer to the
group. In addition, the shared learning mechanism requires each
receiver to maintain significant amount of state information even
if it is not necessary.

‘We present below our protocol complexity analysis. The net-
work is modeled by a graph G = (V, E), where V is a set of
vertices and F is a set of edges. A set of receivers is defined
by C = {¢ile; € V,i = 1,...,n}, where n is the number of
receivers. A set of video stream is defined by R = {r;|r; €
R*,i=1,...,m}, where r; is the data rate of a video stream
and m is the number of streams. A set of receivers assigned to
stream ¢ is defined by Q; = {c;|¢(c;) = r;}, where ¢ is the
rate allocation function defined by ¢ : C' — R. Since we de-
termine the data rate of replicated streams by adding the data
rate of the cumulative layering, the receivers in {2; can sub-
scribe to the replicated stream (3;, where 3; < r;, or can ac-
commodate the cumulatively layered stream up to layer ¢, such
asay +az+ - <1y

In cumulatively layered video multicasting, the average group
size is given by (1/m) >}~ k|Q]|, since a receiver can join
multiple groups and (1/m)(3 5, Q%] + Y peo || + -+ +
Yo 1Q2%)= (1/m) Y7, k|Q%]. In a join experiment, cu-
mulatively layered video multicasting requires a receiver send
one join message and multicast a message reporting a join ex-
periment to the receivers in the same group. When the link ca-
pacity does not change for a long period, the receiver will return
to the previous state after a detection time and it has to send a
leave message. Hence, the average number of messages in a join
experiment is two unicast messages and one multicast message
to (1/m) Y e, k|Qx| receivers.

On the other hand, the average group size in replicated stream
video multicasting is (1/m) >";", ||, since every receiver
joins only one group. In replicated stream video multicasting,
a receiver sends one leave message, one join message, and
one multicast message reporting each join experiment. When
the link capacity is in the steady state, it has to return to the
previous group that involves another one join and one leave
messages. The average number of messages in a join experi-
ment is four unicast messages and one multicast message to
(1/m) Y5, |Q%] receivers. Therefore, the protocol overhead
in cumulatively layered multicasting and replicated stream
multicasting consists of two or four unicast messages and one
multicast message. The cost of a multicast message is dominant
when the number of receivers is large.

Fig. 7 presents the experimental results of the average group
size and the average number of groups joined by a receiver,
when the receivers are randomly distributed. In Fig. 7(a), the
group size in cumulatively layered video multicasting is twice
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Fig.7. Experiment results for protocol complexity: (a) Average group size and
(b) average number of groups. The nature of joining multiple multicast groups
in cumulative layering leads to twice larger group size than replicated stream
multicasting in (b).

as large as that in stream replication. Hence, layered video mul-
ticasting requires more bandwidth to multicast a message re-
porting the join experiment and more memory to keep state in-
formation. In Fig. 7(b), we can expect that a receiver in a cu-
mulatively layered video multicast session requires more buffer
size and better synchronization capability than replicated stream
video multicasting, since a receiver in cumulative layering sub-
scribes to more than five layers on average whereas a receiver
in stream replication subscribes to only one stream.

VII. CONCLUSION

In this paper, we undertake a comparison between the cumu-
lative/noncumulative layering and replicated stream video mul-
ticast schemes. These schemes have been proposed for multi-
casting to a set of receivers with heterogeneous reception ca-
pabilities. While it has been generally accepted that layering is
superior to stream replication, this does not appear to be based
on a systematic and quantitative comparison of these schemes.
We undertake such a comparison here. We first argue that a fair
comparison needs to be taken into account: 1) the layering band-
width overhead; 2) the specifics of the encoding of the layers or
replicated streams; 3) the complexity of the protocol required to
allow receivers to join and leave the appropriate streams; and 4)
the topological placement of receivers relative to each other and
relative to the video source. Our results demonstrate the effect of
these dimensions on the relative performance of three schemes.
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They also show the conditions under which each scheme is su-
perior.

Our work has focused on video multicasting applications.
Layering and replication of multicast transmission has also
been proposed for bulk-data multicast applications. The lay-
ering overhead does not apply in those circumstances, however,
the other comparison dimensions will still come into play.
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