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proach, known as ubiquitous computing 
[25], embeds large numbers of com- 
puters and displays in the world so they 
become an :inextricable and socially 
invisible pa:rt of our surroundings. 
Similarly, information may ~dso be pro- 
jected on and read from the environment 
using projection displays arid cameras 
[26]. 

By extending this vision to include 
small, lightweight, comfortable "see- 
through" (and "hear-through") 
wearable displays, we can craft a per- 
sonalized (and, where appropriate, 
private) augmented reality whose 
user interface is not restricted to the 
displays and interaction devices em- 
bedded in the surrounding world or 
held in the user's hands. Ivan Suth- 
erland, in hi.,; pioneering research on 
head-mounted displays that inspired 
current virtual reality systems, devel- 
oped the first binocular see-through 
system [24]. Each eye viewed a minia- 
ture vector CRT, whose synthesized 
graphics were merged with the user's 
view of  the real world by means of  an 
optical beana splitter. Since then, 
other graphics researchers have ex- 
plored the use of  see-through dis- 
plays, both as part of  head-mounted 
displays (e.g., [1, 5, 13]), ,and desk- 
mounted displays (e.g., [17, 22]). 

One of  the most promising poten- 
tial applications o f  augmented reality 
is to provide explanations of, and 
assistance wi[th, complex 3D tasks. 
This could be accomplished by high- 
lighting obje.cts to call attention to 
them, using callouts and leader lines 
to name objects and arrows to guide 
the user in raanipulating them, ren- 
dering otherwise invisible structures 
so they can be seen through objects 
that block them, and presenting ab- 
stract information near the physical 
objects it describes. Des@aing such 
an information presentation takes 
significant skill and time. As the rich- 
ness and variety of  the information a 
system can present to a user in- 
creases, so does the difficulty of  pre- 
senting it well. For example, desktop 
publishing systems require more skill 
and time to master than do simple 
word processors, while multimedia 
presentation editors demand yet 
more design expertise to use effec- 
tively. Perhaps the ultimate design 
demands are posed by augmented 
realities, which can require the coor- 
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dinated design of  material that af- 
fects all sensory modalities, and that 
must respond continuously to the 
user's interactions. Furthermore,  if 
this supplementary material were 
generated entirely in advance, it 
could not take into account informa- 
tion about the specific user and task, 
such as where the user is looking or 
the present state of  the objects in the 
world. 

We believe these issues can be ad- 
dressed by developing knowledge- 
based systems that automate the de- 
sign of  presentations that explain 
how to perform 3D tasks. An auto- 
mated presentation design system 
could create a presentation that was 
customized for an individual user 
and situation, providing the exact 
information that was needed. Here, 
we discuss KARMA--Knowledge-  
based Augmented Reality for Main- 
tenance Assistance--a testbed system 
for exploring the automated design 
of  augmented realities that explain 
maintenance and repair tasks. This 
research concentrates on the knowl- 
edge-based generation of  virtual 
worlds that overlay and complement 
the user's view of  the real world, and 
that dynamically take into account 
information about the user, task, and 
changes in the real world. It builds 
on our  previous work on generating 
static and animated graphics [7, 16, 
23], and multimedia presentations 
[9] that satisfy a high-level statement 
of  the information to be communi- 
cated. 

Knowledge-Based Graphics 
Component 
The knowledge-based graphics com- 
ponent  we use is based on IBIS (In- 
tent-Based Illustration System) [23]. 
IBIS is a rule-based system that de- 
signs illustrations, a term we use to 
refer to pictures that are designed to 
satisfy an input communicative in- 
tent. The  communicative intent is 
specified by a prioritized list o f  com- 
municative goals. Each communicative 
goal specifies something the picture 
is to accomplish; for example, to 
show a property o f  an object, such as 
its location or shape, or to show a 
change in a property. IBIS is initially 
provided with its communicative 
goals along with representations o f  
the physical objects that it will depict. 

IBIS distinguishes between design 
and style. The  design of  an illustra- 
tion corresponds to its high-level 
structure, specifying those visual ef- 
fects that must be accomplished to- 
gether to satisfy the illustration's 
communicative goals; the styles used 
in an illustration represent the dif- 
ferent ways each visual effect may be 
accomplished. 

IBIS uses two kinds of  rules: 
methods and evaluators. A method 
specifies how to accomplish a partic- 
ular style or  design; an evaluator de- 
termines whether a particular style 
or design has been accomplished. 
IBIS's rules allow it to examine par- 
tial solutions and to backtrack when 
conflicts occur. The  rule base is orga- 
nized so that communicative goals 
are achieved by design rules that de- 
compose communicative goals into a 
set of  lower-level goals called style 
strategies. Design rules consist of  de- 
sign methods, each of  which attempts 
to accomplish a communicative goal 
by invoking a set o f  style strategies, 
and design evaluators, each of  which 
attempts to evaluate the success o f  a 
communicative goal by evaluating 
the success o f  a set of  style strategies. 
Style strategies are achieved by style 
rules consisting of  style methods and 
style evaluators, each of  which re- 
spectively attempts to accomplish or  
evaluate a style strategy by invoking 
procedures that directly access the 
illustration data structure. 

The  illustrations that IBIS gener- 
ates are dynamic rather than static: 
IBIS can continuously receive and 
handle changing constraints and 
goals, while at the same time realiz- 
ing a particular intent. For example, 
IBIS normally determines a viewing 
specification of  its own when design- 
ing an illustration. I f  the viewing 
specification is provided externally, 
however, then IBIS attempts to use it 
in generating a picture that satisfies 
the goals, and will incrementally re- 
design the picture to maintain the 
goals if the viewing specification 
changes. This allows IBIS's user to 
navigate within the illustrated world 
by changing the viewing specifica- 
tion. 

IBIS's navigation facility is differ- 
ent from that used in traditional 
"synthetic camera" graphics in that 
the binding between the input intent 
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I B I S  determines the presence and appearance of the objects in the display list-- 
all information for which it has not explicitly relinquished control to the head and 

object servers. 

and the output  illustration is pre- 
served. IBIS continuously examines 
the illustration as it is al tered to at- 
tempt  to satisfy the illustration's com- 
municative goals. As the user 
changes the viewing specification, 
conflicts may occur causing IBIS to 
adopt  a new design or  set of  stylistic 
choices. Thus,  the i l lustrated world 
itself may change as the user ex- 
plores it. 

As a simple example of  how IBIS 
works, consider the need to maintain 
object visibility. In  the course o f  satis- 
fying the input  communicative goals, 
IBIS will de termine  that certain ob- 
jects must be visible, and therefore  
unoccludable. This typically occurs if 
the objects part icipate directly in a 
communicative goal, such as objects 
whose location is to be shown. Unoc- 
cludable objects must not be ob- 
scured by others in the world. IBIS 
can maintain the visibility of  unoc- 
cludable objects by selecting an ap- 
propr ia te  viewing specification for 
the illustration, by generat ing an 
inset subillustration, or  by altering 
the appearance  of  the obscuring ob- 
jects. For  example,  IBIS can decide 
not to r ende r  the obscuring objects at 
all, to r ende r  them as partially trans- 
parent,  or  to use a cutaway view [10]. 

Extending IBIS for 
Augmented Reality 
In extending IBIS to suppor t  aug- 
mented reality, we have to take into 
account a number  of  impor tant  dif- 
ferences: 

• The  original IBIS assumes that it 
generates all of  what the user sees. In  
an augmented  reality, however, IBIS 
must  instead enrich the user's view of  
the real world with addit ional  infor- 
mation. 
• The  user could modify the viewing 
specification after  the original IBIS 
chose an initial viewing specification. 
In  contrast, when designing an over- 
laid virtual world, our  ex tended IBIS 
must from the beginning relinquish 
to the user all control o f  the viewing 

specification, since only the user  can 
de te rmine  where to look. 
• The  world was assumed to change 
only after an illustration was com- 
pleted in the original IBIS. This was 
easy to enforce since IBIS main- 
tained control  over what was visible, 
and based its illustrations on a world 
model  that was frozen th roughout  
the illustration's life. In  contrast, our  
ex tended IBIS must take into ac- 
count ongoing changes in the real 
world as it designs the virtual world. 
• The  original IBIS was responsible 
for achieving all communicative 
goals by itself. Because the extended 
IBIS has only partial  control  of  what 
the user sees, the user becomes an 
active part icipant  in achieving the 
communicative goals. For  example,  if 
a goal is to specify an object's posi- 
tion, and the object does not  lie 
within the view volume, IBIS must  
indicate to the user where to look. 

Based on these differences, we 
have developed a new set of  rules to 
handle  the input  communicative 
goals. As in the original IBIS, low- 
level procedures  add representat ions 
of  objects to the illustrated virtual 
world, including physical objects and  
metaobjects (such as arrows, textual 
callouts, and leader  lines), and set 
drawing styles. Other  procedures  
evaluate the relationship of  an object 
to the view volume, and de termine  
whether  an object is obscured from 
the user  by other  objects. 

Testbed Application: 
End-User Laser 
Printer Maintenance 
To test our  ideas, we have been ex- 
per iment ing  with a simple end-user  
maintenance application for a laser 
printer .  This entails relatively 
s traightforward operations,  such as 
refilling the paper  tray and replacing 
the toner  cartr idge.  

Our  system is shown in Figure 1. 
The  user  is wearing an exper imental  
see- through head-mounted  display 

that we built using a Reflection Tech- 
nology Private Eye [21]. The  Private 
Eye is a small display that generates a 
720-x280  resolution, red, bilevel 
virtual image that can be focused to 
appear  to be at a distance f rom 10" to 
infinity. We directed the display 
downward and mounted  a mirror 
beam splitter at a 45 ° angle relative to 
the display, so that when the user 
looks th rough  the beam splitter, the 
user 's view of  the world is combined 
with the display's image. The  large 
white triangles toward the top and 
bottom of  the f igure are transmitters 
for a Logitech 3D position and orien- 
tat ion-tracking system [19]. Each 
t ransmit ter  has three  small ultrasonic 
sources near  its corners.  The  small 
triangle on the head-mounted  dis- 
play and the two small triangles on 
the laser pr in ter  are the tracker re- 
ceivers, each of  which contains three 
microphones.  The  top transmit ter  is 
for the head; the bottom transmit ter  
is for the sensors that  track the print-  
er 's paper  tray and lid. Our  head- 
mounted  display is strictly a research 
p ro to type :  it produces  a relatively 
dim image, and  overlays graphics on 
a narrow port ion of  the user's visual 
field, providing an approximate ly  
22 ° horizontal  field of  view. Never- 
theless, it has proved to be a useful 
research tool. 

Figure 2 illustrates augmented  
reality designed by KARMA and 
pho tographed  through  the head- 
mounted  display. I t  fulfills three 
communicative goals: a show goal for 
the toner  cartr idge,  and location and 
identify goals for the paper  tray. To 
achieve the show goal, IBIS's design 
rules invoke the visible style strategy 
for the toner  cartr idge.  I f  the car- 
tr idge were to lie within the view vol- 
ume and were not occluded by other  
objects, then this strategy would suc- 
ceed without doing anything: the 
cartr idge w o u l d  not be rendered ,  
since it is a lready visible in the real 
world. (In contrast, in the original 
IBIS, the cartr idge would have to be 
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p r i n t e r  
m a i n t e n a n c e  
us ing  a see-  
t h r o u g h  h e a d -  
m o u n t e d  d isp lay .  

Figure 2. 
A u g m e n t e d  r e a l i t y  
i n t e n d e d  t o  s h o w  
t o n e r  c a r t r i d g e  
a n d  s h Q w  l o c a t i o n  
Of a n d  i d e n t i f y  
p a p e r  t r ay .  
( D e s i g n e d  b y  
K A R M A j  

Figure 3. 
A u g m e n t e d  r e a l i t y  
i n t e n d e d  t o  s h o w  
a c t i o n  Of pu l l i ng  
o u t  p a p e r  t r a y  a n d  
r e s u l t i n g  c h a n g e  
in t r a y ' s  s t a t e .  
( D e s i g n e d  b y  
KARMA.) 
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rendered.) However, in the situation 
shown in Figure 2, while the car- 
tridge is within the view volume, 3D 
geometric processing reveals that it is 
occluded by other objects (e.g., the 
printer cover). Therefore,  another 
style rule specifies that the cartridge 
should be marked for rendering to 
allow it to be seen through its occlud- 
ers. (The dashed-line rendering style 
chosen in this case is determined by 
additional style rules.) I f  the car- 
tridge did not intersect the view vol- 
ume, the visible style strategy would 
fail and other design rules would in- 
voke an alternative style strategy to 
help the user find the cartridge. 

To achieve the location goal for the 
tray, a design rule specifies that a 
highlight strategy should be invoked. 
The  style rule that accomplished this 
strategy specifies that if the tray is 
within the view volume, it should be 
marked for rendering and tagged 
with a highlighted style (e.g., solid 
lines). To achieve the identify goal, 
visible and label style strategies are 
invoked for the tray. The  labeling 
approach depends on the relation- 
ship of  the tray to the view volume. I f  
the tray were to reside completely 
within the view volume, which it does 
not, a textual label would be placed at 
the tray's center; otherwise, as is the 
case here, a label is fixed in the 2D 
space o f  the display and a dotted 
rubber-band leader line is drawn 
from the label to the tray's center. (If  
the tray did not intersect the view 
volume, then the dotted line would 
extend to the edge of  the display in 
the direction of  the tray, and could 
be followed by the user to find the 
tray; the callout and its end of  the 
leader line are always in view.) 

Figures 3 through 5 show a series 
of  simple tasks prescribed by a con- 
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K A R M A  represents our first steps in designing a testbed f~r the knowledge-based 
generation of maintenance and repair instructions using a head-mounted, 

see-through display. 

tent planner that presents IBIS with 
communicative goals to satisfy. Fig- 
ure 3 is designed to show the action of  
pulling out the paper tray and the 
resulting change in its ,;tate. The  
action goal :is realized by activating 
highlight and move style strategies for 
the tray. Satisfying the higMight strat- 
egy causes the tray to be rendered 
with solid lines. The  move strategy 
causes an arrow metaobject to be 
added to the illustrated world to de- 
pict the tray's trajectory, q['he change 
goal is realized by activating the ghost 
style strategy, which depicts the tray's 
desired state after the action has 
been completed. The  ghost style strat- 
egy is realized by style rules that 
cause a model of  the tray in the desti- 
nation state to be marked for render- 
ing in a "ghosted" style (in this case, 
using dotted lines). 

The  user is next instructed to pull 
up the lid's lever in Figure 4 (only an 
action goal is assigned here, not a 
change goal, so a ghosted lever is not 
shown). When the lid itself starts to 
move up, the user is asked to open 
the lid fully ,(by showing the action of  
opening the lid and the resulting 
change in its state), as shown in Fig- 
ure 5. 

System Architecture 
KARMA's graphics must change in 
response to head motion and must be 
registered with objects irt the real 
world. In addition, we also need to 
process data f rom a number  o f  mo- 
tion trackers. Based on our  own ex- 
perience [8] and that of  other re- 
searchers [2, 14, 18], it was clear to us 
that it would[ be necessary to distrib- 
ute processing over multiple pro- 
cesses and processors. 

We created a small 3D ,;tructured 
display-list-based display server. 
The  server supports line, polygon, 
and text primitives, linestyle, fillstyle, 
and font attributes, and a set o f  
structure management  operators 
that allow hierarchical objects to be 
created, edited, and deleted. The  

server's move and draw commands 
allow 2D device coordinates and 3D 
world coordinates to be intermixed 
in a single primitive, making it possi- 
ble to create lines that are anchored 
to the screen on one end, and to a 
point in the 3D world on the other. 
As shown in Figure 6, when the sys- 
tem is initialized, IBIS creates the ini- 
tial display list by sending a set of  ob- 
ject models to the display server. 

Each tracker is handled by a low- 
level tracker process. These pro- 
cesses in turn interact with a set of  
object servers and a head server. 
Each object server represents a 
tracker that may be associated with 
an object in the real world. At initiali- 
zation, IBIS provides each object 
server with the identifier of  the dis- 
play server structure containing the 
object's vector representation. It also 
tells the server the position and ori- 
entation of  the object's tracker rela- 
tive to the object's coordinate system. 
Similarly, IBIS provides the head 
server with the identifier associated 
with the scene in the display server. 
(The head and object servers actually 
use the same executable, so each 
must also be told whether it is track- 
ing the head or  an object.) 

Figure 7 shows the system's opera- 
tion after initialization. The head 
and object servers are responsible for 
maintaining the integrity of  the ob- 
ject and head motion information 
that they represent. They edit the 
display list stored in the display 
server directly. Each object server 
regularly edits the display list posi- 
tion and orientation information as- 
sociated with its object. The  head 
server updates the display list view- 
ing specifications for the scene. Both 
head and object servers also report  
their information to IBIS. This 
avoids the delay that would result if 
IBIS were to serve as a go-between, 
making possible relatively smooth 
visual response to head and object 
motion, while assuring that IBIS al- 
ways has the latest information on 

which to base its illustration design. 
IBIS determines the presence and 

appearance o f  the objects in the dis- 
play list--all information for which it 
has not explicitly relinquished con- 
trol to the head and object servers. 
This includes the specification of  
metaobjects, such as arrows and text. 
(IBIS can also dynamically reassign 
tasks to the head and object servers; 
for example, to make it possible to 
detach and reattach trackers to 
change the objects being tracked.) In 
work on the automated design of  
multimedia presentations, IBIS is 
presented with a set of  communica- 
tive goals to satisfy, which are output  
by other components that determine 
what to say and which media should 
be used to say it [9]. KARMA cur- 
rently uses a much simpler content 
planner to generate the set of  com- 
municative goals that IBIS receives. 

IBIS first designs an illustrated 
world that satisfies the initial set of  
goals set by the content planner, 
obeying the constraints imposed by 
the head and object trackers. Then  it 
loops, using its evaluators to deter- 
mine whether the current  illustration 
design is satisfactory in the face o f  
changes in the goal set, the user, and 
the world. Whenever the illustrated 
world is determined to be unsatisfac- 
tory, IBIS's rules result in modifica- 
tions that are communicated to the 
display server. For example, if a la- 
beled object that KARMA deter- 
mines must be identified no longer 
lies entirely within the view volume, 
then IBIS will generate a new 2D 
screen label and 3D leader line that 
points to the object. 

Because IBIS has relinquished to 
the head and object servers the 
straightforward matters o f  display- 
list traversal and updates of  the view- 
ing specification and monitored ob- 
ject transformations, user interaction 
with the current illustrated world 
stored in the server is fully interac- 
tive, and occurs while incremental 
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redesign takes place on a separate 
processor. 

The  head server is responsible for 
instructing the display server to 
r ender  the image. Since polling the 
head's  motion tracker requires much 
less time than render ing  the image, 
we need to avoid bui lding up  a back- 
log for the display server. We accom- 
plish this by having the head server 
send its commands  for the current  
f rame to the display server and then 
wait until it receives the display serv- 
er 's acknowledgment  that the previ- 
ous frame was rendered .  This allows 
render ing  and polling to proceed in 
parallel. All of  the actions requested 
of  the display server (e.g., modifying 
the contents of  an object) are pro-  
cessed atomically to ensure that the 
scene always appears  in a valid, 
drawable state. 

Implementation 
KARMA's components  run  on sev- 
eral different  machines under  differ-  
ent  flavors of  Unix, and communi-  
cate through sockets. IBIS is 
implemented  in C+ '+  and the CLIPS 
product ion system language [6], and 
runs under  HPUX on an HP 9000 
380 TurboSRX graphics workstation, 
which provides a fast hardware  z- 
bu f f e r -based  graphics accelerator 
that IBIS uses in its illustration de- 
sign process. The  display server is 
written in C and runs under  Mach on 
a 50MHz Inte1486DX-based PC that 
supports  the Private Eye display en- 
tirely in software. We current ly 
achieve about 15 frames per  second, 
double-buffered,  for a scene contain- 
ing well over 100 displayed 3D vec- 
tors. A significant port ion of  the dis- 
play server's time is spent 
implement ing double-buffer ing,  
copying the graphics frame buffer  to 
the Private Eye's f rame buffer  and 
clearing it for the next frame. To 
avoid the substantial overhead of  
writing or  reading the memory-  
mapped  device frame buffer,  we 
scan convert into two buffers  in main 
memory  that contain the current  and 
previous frames, compare  the two 
buffers, and copy to the device frame 
buffer  only those bytes that have 
changed f rom the previous frame. 
The  head and object server and the 
lower-level tracker processes are 
written in C and C + + .  Since the 
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t racker hardware  requires only a se- 
rial interface, and the servers can 
impose a large load on the machine 
on which they execute, we run  them 
on other  workstations. 

Our  current  trackers include three 
Logitech ultrasonic sensors and four 
Ascension Technology magnetic sen- 
sors. O u r  software allows all trackers 
to be used interchangeably,  for ex- 
ample  to t rade  off  an ultrasonic 
tracker 's  f reedom from magnetic in- 
terference against a magnetic track- 
er 's ability to work without a direct 
line of  sight to its source. 

One impor tant  point,  that others 
have previously noted [3], is that 
exper imental  interfaces that are cou- 
pled tightly to the user often require  
a fair amount  of  calibration. Our  
head-mounted  display is no excep- 
tion. Since the genera ted  image must  
be registered with that of  the real 
world, each user must pe r fo rm three 
kinds of  calibration: 
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of the most promising potential applications 
of augmented reality is to provide 

explanations of, and assistance with, complex 3D tasks. 

• Focus. The Private Eye is focusable 
from 10" to infinity, with each user 
requiring separate focus adjustments 
based on 1:heir eyesight. After put- 
ting on the display, the user must 
position a slider until a calibration 
image is comfortably in focus. 

• Visible area. Due to the physical re- 
lationship between the Private Eye, 
the beam splitter, and the current 
focus setting, a small portion of  the 
display may not be visible to a viewer. 
Therefore,  we request that the user 
determine the viewable area by ad- 
justing the size and position of  a visi- 
ble rectangle until it is as large as pos- 
sible. This establishes a "safe" area 
whose dimensions are communicated 
to IBIS, in which IBIS can assume 
that anything drawn will be visible. 
• Viewing specification. To register the 
image with the world, the user must 
first physically adjust the display on 
his or  her head. Next, the user must 
register a virtual object with its corre- 
sponding ]physical object, which in 
turn must be viewed in a known posi- 
tion relative to the user. The  soft- 
ware takes into account the differ- 
ence in position and ori.entation of  
the user's eye and the measured posi- 
tion and orientation of  the sensor. 

As Figures 2 through 5 indicate, 
registration is a serious issue. Our  
current motion trackers have neither 
the spatial nor  angular resolution 
needed to register graphics precisely 
with the surrounding world. How- 
ever, we have yet to try mapping sen- 
sor inaccuracies to correct for non- 
linearities [22], and believe we can 
also improve accuracy with a better 
calibration strategy. 

We have also found focus to be a 
particular problem in KARMA. We 
originally built our  head-mounted 
display for a hybrid user interface, 
which embeds the user".~ view of  a 
notebook flat-panel display inside a 
partial spherical information sur- 
round presented on the head- 
mounted display [11]. In  that appli- 

cation, the flat-panel display is rela- 
tively small and is tangent to the 
virtual sphere, which is centered 
about the user's head. Assuming that 
the user's head is stationary, it is easy 
to adjust the Private Eye so the mate- 
rial it displays is focused at the same 
distance from the user as the flat- 
panel display. In comparison, "heads 
up" flight displays are focused at in- 
finity [20], since this is effectively 
where out-of-the-cockpit targets are 
located. 

In contrast to both these applica- 
tions, KARMA requires that graphics 
be overlaid on nearby objects that 
necessitate constant changes in visual 
accommodation to focus in sequence. 
Since the Private Eye must be fo- 
cused manually, the need for read- 
justment  as the viewing distance to 
the object of  interest changes is irri- 
tating.1 There  is an interesting bene- 
fit, however, to the precise focus con- 
trol provided by the Private Eye. 
Even though we are currently using a 
monocular  display, when the display 
is adjusted so that a small synthesized 
object is in focus at a particialar dis- 
tance, the illusion of  it being at the 
selected position is quite compelling. 
(Note that one of  the difficulties 
many users experience in viewing 
fixed focus stereo displays is devel- 
oping independence between their 
ocular convergence and focus ac- 
commodation.) 

Conclusions 3nd Future Work 
KARMA represents our  first steps in 
designing a testbed for the knowl- 
edge-based generation of  mainte- 
nance and repair instructions using a 
head-mounted,  see-through display. 
We have developed a preliminary set 
of  rules that allow us to augment  the 
user's view of  the world with addi- 
tional information that supports the 
performance of  simple tasks such as 

1We have considered automating the process by 
using a servomotor to adjust the focus to that of 
a selected object. Note, however, that focus in 
the entire overlay would be affected uniformly. 

finding designated objects and carry- 
ing out simple actions on them. Our  
software architecture enforces a 
clean distinction between design and 
rendering to help prevent design 
decisions from interfering with inter- 
active rendering. 

Our  experience with KARMA has 
suggested many research directions 
that need to be explored. For exam- 
ple, one important  problem is the 
development of  a formal model o f  
how a user's performance will be af- 
fected by different decisions made in 
designing 3D illustrations, taking 
into account the purpose for which 
the illustration is generated (speci- 
fied by our  communicative goals), as 
in the 2D design work of  Casner [4]. 

Support  for visible-line and vis- 
ible-surface determination is another 
issue. IBIS currently bases its illus- 
tration design in part on whether se- 
lected objects are occluded in the 
current  viewing specification, and 
computes these relationships itself. 
Our  display server, however, does 
not support  visible-line determina- 
tion. We are particularly interested in 
incorporating into the display server 
what Kamada and Kawai [15] refer 
to as "picturing functions," which 
determine how a projected line frag- 
ment should be rendered,  based on 
the set of  surfaces that obscure it. 

For example, while IBIS currently 
sets the graphical attributes of  an 
entire object based in part on its visi- 
bility, we would like more precise 
control to be accomplished by the 
display server, based on the visibility 
relationships of  each line fragment. 
IBIS would then be responsible for 
determining the high-level policies 
used by the display server (e.g., mak- 
ing obscured parts dashed). One 
challenge is to do this while still 
maintaining real-time performance. 
We believe this could be possible on 
our  current  hardware if IBIS were 
allowed to select a subset of  objects 
against which the display server 
would perform visibility tests. An- 
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other  intr iguing research direction is 
to explore  how to design suppor t  fa- 
cilities that would allow IBIS to spec- 
ify a rich set of  addit ional  high-level 
policies to be enforced by the display 
server. 

As previously mentioned,  
KARMA must involve the user in 
achieving those communicative goals 
that require  direct ing their  attention 
toward parts of  the world that may or  
may not be visible. While this is cur- 
rently accomplished through graph-  
ics alone, we are starting to explore 
how graphics in combination with 
speech and nonspeech audio, local- 
ized in 3D using a spatial sound pro-  
cessor, can be used to tell the user 
where to look and what to look for. 

Finally, we note that  advances in 
display technology will soon make 
possible wearable see- through dis- 
plays that are far smaller and lighter,  
yet have higher  resolution and a 
wider field of  view than our  current  
prototype.  Used in conjunction with 
more  accurate tracking technologies, 
including sensors built  into the 
equipment ,  we believe the resulting 
systems will become the method of  
choice for explaining complex physi- 
cal tasks. 
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