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ABSTRACT
The purpose of this editorial note is to raise awareness about a

deeply concerning and yet much-overlooked development in the

use of Artificial Intelligence (AI) and Machine Learning (ML) for

solving problems in science in general and in networking in partic-

ular. To put it simply, in today’s age of AI/ML, the much-publicized

and well-documented “reproducibility crisis” in science is further

compounded by an inconspicuous and rarely mentioned “credibility

crisis.” More to the point, by focusing on the area of networking

research, we provide evidence that among the already small number

of reproducible scientific publications that describe AI/ML-based

solutions, even fewer, and often none, describe trained AI/ML mod-

els that are “credible;” that is, can be trusted to not only perform

well in their original training domain but also in new and untested

environments. We elaborate on the root cause of this credibility

crisis, discuss why the credibility of AI/ML models is of paramount

importance for their successful use in practice, and put forward an

aggressive but imminently practical proposal for addressing this

crisis head-on so as to pave the way for a future where networking

research can reap the full benefits of AI/ML.
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1 WHEN IT RAINS, IT POURS ...
For more than a decade, numerous scientific articles and headlines

in the popular press have called attention to a deeply concerning

“reproducibility crisis” in science in general [2] and in computer

science in particular [5]. Here, using the ACM-adopted terminol-

ogy [1], a scientific paper is called reproducible if an independent

researcher can replicate the results using the original author’s arti-

facts (e.g., code, data). Key among the voiced concerns is that this

crisis undermines the integrity of reported scientific findings and

raises questions about the reliability of existing scientific knowl-

edge across various fields, thus threatening science as a whole. More

recently, researchers have voiced their concerns about this repro-

ducibility crisis spiraling out of control amidst an unprecedented

surge of scientific publications driven by the rapid adoption and

widespread use of artificial intelligence/machine learning (AI/ML)

methods across all fields of science and engineering [16, 21, 22].

Taking this widely-documented reproducibility crisis in science

in the age of AI/ML as a fait accompli, we report in this article on our
experience scrutinizing recently published scientific publications in

the networking area that leverage AI/ML-based methods to solve

specific learning tasks of interest, are described as “success stories”

that demonstrate the power of AI/ML, and that we have been able

to reproduce. In short, our experience causes us to sound the alarm

about a largely ignored problem that science is experiencing in

the age of AI/ML and that we refer to as the “credibility crisis”

of modern science. This credibility crisis on top of the generally

acknowledged reproducibility crisis is succinctly captured by our

main and unsettling finding: of the few published AI/ML papers
that are reproducible, even fewer, and often none, present
trainedAI/MLmodels that are “credible.”Here, we call a trained
AI/ML model credible if it is generalizable (i.e., performs well not

only in the setting in which it was trained but also in new, unseen

settings) and can be trusted (i.e., we understand how the model

makes its decisions and can predict when it is likely to fail or excel).

Importantly, end users are reluctant, if not outright opposed, to

relinquish control to trained models that are not credible, especially

in cases where these models are intended to be used to make high-

stakes decisions (e.g., criminal justice system, operating production

networks, controlling nuclear reactors).

2 SCOPE OF OUR EFFORT
To provide concrete evidence supporting this claimed credibility cri-

sis, we focus on reproducible papers in the networking arena where

the use of credible AI/ML models is critical. For one, being general-

izable improves the models’ applicability due to their ability to pro-

duce accurate predictions across a wide range of data, not just on the
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Table 1: List of reproducible publications.

Research Learning Trained Training Journal/ Citiations

Paper Problem AI/ML model Dataset Conference (Google Scholar)

[34] Detecting VPN traffic 1D-CNN ISCXVPN2016 [10] IEEE ISI’17 953

[28] Detecting Heartbleed Attacks RF Classifier CIC-IDS-2017 [11] IEEE ICISSP’18 4,209

[14] Detecting Malicious Traffic nPrintML CIC-IDS-2017 [11] ACM CCS’21 128

[14] OS Finger-Printing nPrintML CIC-IDS-2017 [11] ACM CCS’21 128

[35] IOT Device Fingerprinting IIsy (ML piece) UNSW-IoT [29, 30] HotNet’18 225

[20] Anomaly Detection Kitsune (KitNET) Mirai trace [19] NDSS’18 1,359

[18] ABR Video Streaming Pensieve HSDPA Norway [24, 25] SIGCOMM’17 1,453

[17] Encrypted Traffic Classification ET-BERT Crossmarket [33] WWW’22 221

[36] Traffic Classification YaTC Crossmarket [33] AAAI’23 32

data they were trained on. Moreover, being trusted by network op-

erators makes the models more dependable for use in real-world sce-

narios, especially for tasks that involve high-stakes decision-making

such as correctly configuring networks and devices, avoiding col-

lateral damage when controlling revenue-generating production

traffic, effectively identifying and mitigating nefarious behavior, or

limiting the damage caused by bad actors. We specifically examine

reproducible networking research papers that claim “successful”

applications of AI/ML (i.e., as quantified by reported high F1 scores)

to clearly defined problems in network security or performance.

Through an informal and ad-hoc survey of the relevant literature,

we examined publications from various outlets. These ranged from

high-impact conferences and journals to less competitive confer-

ence and workshop proceedings. We included papers with citation

counts ranging from a few dozen to several thousand, published

between 2017 and 2023. This survey led to the identification of eight

papers describing a total of nine different trained AI/ML models,

each developed for a specific learning problem and each resulting in

F1 scores close to 1.
1
The models include Random Forest classifiers,

1D-CNN deep learning models, automated ML models, Reinforce-

ment Learning models, and recently proposed network-specific

foundation models. The learning problems that these models aim

to solve span a range of concrete tasks, including (encrypted) traffic

classification, OS and device fingerprinting, ABR video streaming,

and intrusion detection. The papers are listed in Table 1, and for

each of them, we include the considered learning problem, the uti-

lized training data, the type of trained AI/ML model, the venue

the original paper was published, and its citation count (Google

Scholar, as of end of December 2024). Note that because of the prob-

lematic nature of the CIC-IDS-2017 dataset (see [15] for details),

Table 1 does not include all published papers that describe AI/ML

models that have used this dataset as training data. Doing so would

simply boost the number of examples of published trained AI/ML

models that lack credibility, irrespective of whether or not they are

reproducible.

1
Note that this yield is by and large consistent with recently reported numbers in [21]

where the authors limited their search to papers from the four Tier 1 security confer-

ences (i.e., ACM-CCS, IEEE S&P, NDSS, and USENIX Security) that were published

between 2013 and 2022.

3 BLAME THE STANDARD ML PIPELINE!
We focus on these eight papers to assess the rigor of the scientific

methods employed in these reproducible studies and understand

what these methods can tell us about the credibility of the proposed

AI/ML models. To achieve this objective, we start by noting that

all the trained models considered in these papers are black-box

in nature and result from an application of the so-called standard
ML pipeline. This pipeline details the widely-used workflow for

developing AI/ML models that starts with describing the learning

problem of interest, specifying a model architecture and a training

dataset, and then combining these two ingredients to obtain a

trained model whose performance is subsequently assessed with

the exclusive help of an independent and identically distributed

(IID) evaluation procedure. A hallmark of this procedure is that the

trained model’s expected predictive performance is evaluated on a

test dataset that is an IID copy of the training dataset. In particular,

it leaves the choice of what training data to use entirely up to the

end users, whether they are domain experts or not, provides no

guidance on assessing the suitability of the training data, and lacks

the means to account for non-performance related model properties

such as generalizability or trustworthiness.

In describing the approach we used to scrutinize each of the

eight identified reproducible papers, we highlight two of its key

aspects. First, our approach leverages recently reported findings

that show that many modern ML pipelines, including the stan-

dard ML pipeline, suffer from underspecification and thus output

trained AI/ML models that are not generalizable [7]. Here, an ML

pipeline is said to be underspecified if it fails to specify a model in

sufficient detail—an inability to capture essential structures that

are expected to exist beyond the training domain. Importantly,

AI/ML models that are underspecified typically achieve their re-

ported excellent performance by such means as identifying shortcut
learning strategies (akin to “cheating”), exhibiting vulnerabilities to

out-of-distribution samples of practical importance (akin to “rote

learning”), or relying on spurious correlations (akin to using “lucky

guesses”), all of which are clear examples that fully justify calling

these models not credible.

The second key aspect of our methodology is the extensive use of

Trustee, a novel global explainability tool we recently developed
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that allows end users to check if their trained black-box models

that result from an application of the standard ML pipeline are

underspecified and therefore not credible [15]. The main idea be-

hind Trustee is to consider a trained AI/ML model (i.e., the output
of the standard ML pipeline) together with the dataset that was

used to train this model and use these two ingredients as input to a

process that extracts “white-box” models in the form of decision

trees from the black-box input model, evaluates the fidelity of the

extracted white-box models (with respect to the black-box input

model), and outputs a decision tree that has high fidelity and a level

of complexity (i.e., tree size) that can be specified by the end-user.

Trustee succeeds in this endeavor by applying a teacher-student

dynamic derived from imitation learning to guide the training of

decision trees that imitate the black-box model’s decisions. While

the high-fidelity requirement imposed on a Trustee-generated

decision tree entails that, for all practical purposes, the obtained

decision tree mimics the decision-making process of the black-box

model, the user-specified level of complexity ensures that the size

of the decision tree is manageable and therefore amenable to careful

scrutiny by domain experts.

4 SUMMARY OF MAIN FINDINGS
While a detailed account of our efforts to examine the credibility

of each of the nine different trained AI/ML models reported in the

eight identified reproducible papers is beyond the scope of this

article (but can be found in [13, 15]), the key lessons we learned

are both telling and alarming and can be summarized as follows:

• Despite their reported excellent performance, none of the

examined trained AI/ML models are credible.

• Each of the examined trained AI/ML models suffers from

underspecification, and in each case, we can pinpoint the

specific nature of the underspecification problem.

• The root cause of underspecification in all cases can be traced

to the training data and specifically to problems with how

the data was collected, generated, represented, or used.

5 CAVEATS
The popularity of the standard ML pipeline has arguably enabled

transformational progress in many AI/ML application domains.

However, our findings that the trained AI/ML models produced

by this pipeline are typically not credible, and cannot be trusted,

seriously question the use of this pipeline, at least for the AI/ML

application domain of networking. In fact, in this application do-

main, our experience is in agreement with previous observations

reported in [7] that the standard pipeline’s indiscriminate use is

the main reason why trained AI/ML models are more likely than

not to suffer from underspecification and forces us to not only

contest the pipeline’s scientific value but also dispute its practi-

cal utility. At the same time, given the popularity of this pipeline

among researchers across various disciplines in science and engi-

neering, we fully expect that this credibility problem is not confined

to the networking area but is a broader issue affecting other AI/ML

application domains as well.

In addition to limiting the scope of our effort to the use of AI/ML

for solving networking-specific problems, when using Trustee-

extracted decision trees to examine the credibility of the output

of the standard ML pipeline, our efforts have focused mainly on

supervised learning problems (e.g., classification, regression). In
particular, we are not claiming that our approach can be used in

any other AI application domain or is directly applicable to other

problems such as unsupervised or self-supervised learning prob-

lems. In fact, we fully expect that even in the application domain of

networking research, there exist learning problems that will pose

challenges for using Trustee in its current form, and it will be in-

formative to identify concrete use cases that stress-test Trustee’s

utility and/or suggest possible improvements to the current method.

Nevertheless, it is worth noting that we already had success in us-

ing Trustee-derived insights to show that the latest generation

of transformer-based network foundation models is just as vul-

nerable to underspecification (and therefore lack credibility) as

the more traditional AI/ML models produced by the standard ML

pipeline [13].

With respect to our proposed approach that centers around us-

ing Trustee as the main vehicle for scrutinizing trained AI/ML

models to see if they are underspecified and hence not credible,

one obvious limitation is that the type of white-box model that

Trustee extracts from a given trained black-box AI/ML model is

limited to the class of decision-tree models. For one, although they

are inherently interpretable, decision trees cannot be expected to

adequately mimic the complex decision-making process of every

possible black-box model. At the same time, decision trees that

are trained from scratch (e.g., using the well-known CART algo-

rithm [4]) often struggle to achieve high accuracy while keeping

the complexity (i.e., tree size) in check. However, in this context,

it is worth noting that Trustee-extracted decision trees are not

decision trees that are trained from scratch. Instead, they are the

result of applying a teacher-student dynamic derived from imita-

tion learning. In effect, Trustee uses the trained black-box model

to guide the training of a surrogate “white-box” model in the form

of a decision tree that imitates the black-box’s decisions. As a re-

sult, Trustee-extracted trees often avoid the accuracy-complexity

tradeoff that decision trees typically face when trained from scratch.

6 TOWARDS CREDIBLE AI/ML MODELS
Unfortunately, spotting underspecification issues in trained AI/ML

models is challenging. By its very nature, the standard ML pipeline

focuses almost exclusively on demonstrating a trainedAI/MLmodel’s

“effect” – asserting that it “works” in the sense that its expected

predictive performance on the utilized test data is excellent (as

measured, for example, by a high F1-score). However, by narrowly

focusing on performance, this workflow is largely obscuring its

innate inability to understand “cause”; that is, reasoning why a

trained model works, how it works, and when (and why) it doesn’t

work. However, understanding cause is at the heart of examining

trained AI/ML models for their credibility and is key to relating

properties of trained models, such as their generalizability to the

quality of the utilized training data. In this sense, the standard ML

pipeline exemplifies a major limitation of modern ML workflows,

namely their inability to provide guidance on the choice of the

“right” data to train AI/ML models that are both performant and

generalizable.
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Our approach to examine the credibility of trained AI/MLmodels

that result from an application of the standard ML pipeline centers

around the use of Trustee, which enables end users to consider

their trained black-boxmodels and trace the root causes of identified

instances of underspecification back to issues with the utilized

training data [15]. Based on our experience of using Trustee in the

application domain of networking, the tool is particularly effective

in illuminating both the generalizability problem of modern AI/ML

that is at the heart of the credibility crisis reported in this article and

the related but under-explored “garbage in, garbage out” (GIGO)

problem of modern AI/ML, which refers to the basic notion that the

quality of a trained AI/ML model directly depends on the quality

of the training data. The eight identified reproducible papers that

we examined are textbook examples of the prevalence of both of

these problems in published AI/ML research.

With respect to the generalizability problem, Trustee is an im-

provement over the current generation of local explainability tools

(e.g., LIME [23], SHAP [27], LEMNA [12]) that have been developed

to gain an understanding of how a trained black-box model makes

individual decisions (or decisions in a local region around a par-

ticular input sample). While these tools can complement Trustee,

they lack the capability of describing how a given black-box model

makes decisions holistically. At the same time, Trustee has also led

to advances in dealing with the GIGO problem of modern AI/ML.

Specifically, it has recently been integrated into a new ML pipeline

that is “closed-loop” in the sense that it facilitates the detection of

instances of underspecification in trained AI/ML models, relates

these instances to specific problems with the utilized training data,

and suggests the collection of new training datasets that prevent

the re-trained AI/ML models from exhibiting the same underspeci-

fication issues [3].

7 THE FUTURE OF SCIENTIFIC DISCOVERY
In limiting Trustee to only extracting decision-tree models, our

approach has some similarity to [26], where the author argues

against explaining black-box models as a separate “post-hoc” ac-

tivity altogether and instead advocates using learning models such

as decision trees or linear models that are inherently interpretable

to start with. While we agree with much of the reasoning in [26],

our use of Trustee to explain black-box models that have been

trained to solve networking-specific tasks led us to take a more

nuanced view on explaining black-box models. In particular, the

networking domain is ripe with learning problems, where even

domain experts cannot agree on what feature spaces to use for

many of these learning problems. Clearly, this inability does not

bode well for restricting model training from the start and argues

for allowing a wider set of choices at the model specification stage

of the standard ML pipeline to offer flexibility when it comes to

feature engineering-related issues.

At the same time, our experience using Trustee to examine the

credibility of trained black-box models to solve a given networking

problem provides compelling evidence that Trustee-extracted de-

cision trees can become useful and powerful vehicles for domain

experts to check whether or not the original black-box model makes

sensible decisions and can therefore be trusted or not. This then

suggests tantalizing new opportunities for domain experts to po-

tentially use Trustee-extracted decision trees in a “co-pilot” mode;

that is, for the purpose of “learning from a trained AI/ML model,”

by which we mean the following two-step process. First, domain

experts carefully inspect the decision tree that Trustee extracted

from a given black-box model to see if it reveals decision-making

strategies that initially strike them as questionable or even sus-

pect. Second, upon encountering such strategies and painstakingly

examining them, the domain experts conclude that they indeed

represent legitimate, meaningful, and relevant strategies that have

not been part of their current know-how but provide valuable new

information and are fully deserving of being added to the experts’

existing domain knowledge.

This combined use of a black-box model trained to solve a

particular learning problem (i.e., the output of the standard ML

pipeline) and its corresponding high-fidelity white-box model (i.e.,
the Trustee-extracted decision tree that mimics the decision-making

process of the black-box model) has much in common with cur-

rent discussions in the larger AI community. This ongoing dis-

course is largely triggered by the development of increasingly more

advanced LLMs and application domain-specific foundation mod-

els [32]. However, rather than envisioning a future where AI solves

particular problems that concern humankind and society as a whole,

or proves specific conjectures in science and engineering in general

or the fields of mathematics and computer science in particular,

much of the ongoing discourse focuses on articulating a likely evo-

lution towards an AI-assisted future. In this future, scientists of all

ilk increasingly rely on AI to be used in the already alluded-to role

as a co-pilot or, more specifically, leverage AI to create or hint at

possible connections between different domains or topics, suggest

new ideas, or serve as a conjecture generator [31]. Importantly, in

this envisioned AI-assisted future, the role of the scientist shifts

from actively formulating new ideas or conjectures or hypothe-

sizing about possible connections to using human reasoning and

existing domain knowledge to prove an AI-generated conjecture,

assess the feasibility of an AI-formulated idea, or determine the

validity of an AI-created connection [8].

Our proposed use of Trustee to explain trained black-box mod-

els can be viewed as a concrete instance of this envisioned AI-

assisted future of scientific discovery in networking. On the one

hand, the emergence of platforms such as AutoML [9] that fully

automate the use of the standard ML pipeline are transforming the

generation of trained AI/ML models for a given learning problem

into a purely mechanical process and free the scientist from the

mundane work required to perform the step-by-step instructions

that comprise the standard ML pipeline. On the other hand, the

responsibility of examining the credibility of a trained black-box

model that this pipeline generated and scrutinizing it for possible

underspecification issues rests squarely with the scientist who, for

years to come, will have to deal with the paltry success rate that

underspecified ML pipelines such as the standard ML pipeline have

for producing credible AI/ML models, irrespective of the learning

problem at hand. In this context, Trustee becomes at once a “co-

pilot” or a handy tool that allows the scientist to excel in what

humans are inherently good at – making an informed decision as

to whether or not the output produced by a modern ML pipeline

can be considered credible.
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8 TOWARDS AN AI-ASSISTED FUTURE OF
NETWORKING RESEARCH: A PROPOSAL

Based on previous work [7] that provides an important account

of the challenges that underspecification in modern ML pipelines

poses for the scientific integrity of their output and based on our

own experience using Trustee to scrutinize their output, we sound

the alarm about a troubling credibility crisis that is affecting the

rapidly growing scientific literature in the networking area in the

age of AI/ML. The clearest manifestation of this crisis is that most

trained AI/ML models described in these published works are not

credible or generalizable and therefore cannot be trusted. To address

this crisis caused by modern AI, we propose two unapologetically

radical but imminently practical recommendations for the network-

ing research community, in particular, and the science community,

in general. Our proposal affects all aspects of research, from con-

ducting scientific work to writing and reviewing scientific papers,

and aims at realizing a future where our modern society can reap

the full, science-backed benefits of AI.

First, to ensure that providing understanding remains a central

purpose of science, researchers, in their role as “producers of AI-

based science” (e.g., authors), should agree that simply reporting on

a trained AI/ML model that results from an application of the stan-

dard ML pipeline can no longer be considered a scientific achieve-

ment or research contribution. This is especially important given

the emergence of platforms that automate this pipeline, transform-

ing the creation of trained AI/ML models into a purely mechanical

process. To be of actual scientific value, the development of trained

AI/ML models for specific learning problems should lead to an

“opening up” of science by making significant progress towards un-

derstanding “cause.” In particular, to establish a backed-by-science

AI, researchers should be required to address key questions such

as why a proposed model works, how the trained model makes its

decisions, and when the model does not work (and why not).

Second, given the growing awareness that modern ML pipelines,

such as the popular standard ML pipeline, are highly vulnerable

to underspecification, their almost exclusive use for developing

trained AI/ML models for different learning problems is seriously

compromised and defines an unacceptably low bar for declaring

“success” in the sense of claiming that the models “work.” Their use

leads to a “dumbing down” of science by focusing almost solely

on demonstrating “effect” while paying little to no attention to

understanding “cause.” To curtail their continued widespread use in

their current form across the sciences, researchers, in their role as

“consumers of AI-based science” (e.g., reviewers), should be urged

to outright reject submissions that merely report trained AI/ML

models resulting from a straightforward application of the stan-

dard ML pipeline. Instead, future submissions should be required

to demonstrate the credibility of trained models by ruling out un-

derspecification as the primary reason for their reported excellent

performance. At a minimum, it should be mandatory for future

submissions to show that the trained AI/ML models they propose

do not “cheat,” do not engage in “rote learning,” and do not rely on

“lucky guesses.”

A likely criticism of our proposal is that it asks for too much

and puts the “burden of proof” squarely on the shoulders of the

“producers of AI-based science.” In particular, trainingAI/MLmodels

that are credible and can be trusted will require researchers to spend

considerably more time and effort when developing new AI/ML-

based solutions, irrespective of the learning problem of interest.

However, we argue that this role reversal is exactly what is needed

to try and stem the current deluge of low-quality AI/ML papers in

the sciences (i.e., studies that focus exclusively on demonstrating

“effect”), which is overwhelming the “consumers of AI-based science”

(e.g., artifact evaluation committees and reviewers) and is becoming

unsustainable [6]. At the same time, we posit that our Trustee-

based approach towards developing more credible AI/ML models is

just a first step in equipping researchers with suitable tools to ease

this burden and supplying themwith better mechanisms that reduce

their overheads and allows them to use their domain knowledge

where most needed (e.g., interpreting extracted decision trees and

refining the collection of training data).

In conclusion, our proposal serves as an important reminder

that a central and commonly agreed-upon purpose of science has

been to provide understanding and expand human knowledge. We

believe that this purpose remains true but attains new importance

in the age of AI/ML. Our proposal appeals to researchers across

science and engineering to take their responsibilities seriously and

revive their pursuit of knowledge and understanding, and in do-

ing so, they will stand a chance and succeed in preventing both

the reproducibility and credibility crises in modern science from

spiraling out of control.
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