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Scenario

Ship Worker: Xavier Gomez (19yo)
Background: He is a young recruit tasked with fixing equipment on the ship.
Problem: The equipment has an issue that Gomez has no expertise on.




Problem Statement

e Maintenance requires flying experts on-site
e Negative impacts on system reliability
o Costly
o Resource inefficient
o Logistically challenging
e Unstable operation in times of war or turmoil
e Specialized personnel are a liability in combat




Our Solution

e We use AR headsets, allowing the specialist to communicate with the sailor
via a remote computer application

e Development of three components/interfaces

o HoloLens drawing and object detection,
o Remote Client application
o A server-client connection between the HoloLens and the Client

e Seamless experience for remote specialist to help sailors
e Low-cost solution to the remote maintenance problem




System Architecture Overview - Server

controller

Object Tracking

+ obj: chosen object for tracking

Operations:

+ startServer(): starts the WebSocket Server

+ drawi(): enable user to draw in 3D space

+ object_detection(): Detects objects using Vuforia
+ object_tracking(): Keeps track of an object in view

Vuforia

- lib: library of existing objects with given classifications
+ obj: object being identified
+ success: a bool indicating whether 'obj' has been identified

Gesture Tracker

Web Socket
- address: string
- port: int
Operations:

+ open a socket for clients using address
+ starts the address and connection
+ stops the address and connection
+ updates the site for incoming messages

Balig o = Operations:
+ position: the position of tracked object I > + ). send a through a V r +?:§assiﬁes abject using library
+ recei ): receives a from a +indicate a success or failed detection
Operations:
+ select an object to keep track of b
+ updates the object's location Obiject Detecti
+ deselects the tracked object e poon
+ obj: object of interest to detect
+ pos: position of object
WebSocketServer +id: classification of object

- address: webSocket address Operations:

- port: port number . + set object in camera as object of interest

+ sentMsg: a message that the server wnll_send + classifies object using the Vuforia library

+recMsg: a message that the server receives + update position of object in case of camera movement

+ status: server status

Operations: Draw,

+ updates the server for any new messages + fing : position of finger

+ receives a message + color: color of pen 1

+send a message + isDraw: indicate whether the finger is drawing < o

- drawMode: the current draw mode Operations:
- drawing: all existing drawings in space

| + fingerPos: position of finger

+ select a finger to track
+ identify a gesture

Operations:

+ creates a 3d object in space that is drawn on
+ listens to voice commands

+ deletes drawing

+undo a drawing action

+ redo a drawing action

+ change drawing mode

+ enter drawing mode

+ exit drawing mode

+do an action based on gesture

Audio Listener

- isListening: tracks if audio is currently being listened
- thatis i from audio

Operations:
+ starts listening to audio

+ stops listening to audio
+ identify words from audio and append to 'trackedMsg'




System Architecture Overview - Client

controller rectangle
- client: wsClient +x int
+y.int
+ width: int
colmcs + init(): void + height: int
s double + sendData(int, string): void
+ g: double | * cleanup(}: void
+b: double ”| + drawRectangle(rectangle, colorRGB): void

+ drawRectLines( rectangle, colorRGB): void
+ drawTextEx(float. float, float. float float, colorRGB)

inputBox

- location: rectangle
- color: colorRGB
- fontSize: int

- text: string
WebSocket wsClient
s - + method(type): type
+ readyStateValues: enum :":nm ergfsi?‘ct:ket..ptr + render(): void
5 0 slrin§ + processinput(): void
x e licked(): bool
+ method(type): type  OENE I
+ send(string): void > +isEmpty(): V°'d_ .
+ from_url(string. string): pointer - updateClicked(): void
+ poll(int): void + method(type): type
+ dispatch(Callable): void + init(int): void
+ getReadyState(): readyStateValues + send(string): void
+ close(): void + receive(string): void




Two Separate Applications

Application Server

Client

X/ X/ X/ X/ X/
D SR X SR X SR X SR X4

HoloLens user (mechanic)
Broadcasts video to client
AR drawing capabilities

Communication via WebSockets

Broadcasts video to Client

CROSS-APP. COMM.

-

Remote user (specialist)

Allows viewing and interaction
with the HoloLens user’s
environment

Communication via WebSockets
Receives video from Server

>



Communication Diagram

~ 3,500 miles away ~

Xavier Gomez Specialist
(Application Server) (Client)



Demonstration - AR Drawing Component

Draw Note - Speech Input

Use these voice commands to draw
your note:

"DRAW" - Start Drawing Note
"STOP" - Stop Drawing Note
"UNDO" - Delete Last Drawing
"CLEAR" - Clear All Drawings
“MODE" - Change Drawing Mode

Use These Voice Commands to Choose
Your Color To Draw With:

"WHITE"
“RED"
"YELLOW"
“"GREEN"

-



https://docs.google.com/file/d/1eHe_h3dxN3Be-8_n6gQ_GFx6ahygvYLm/preview

Demonstration - Object Detection Component

Bottle v7
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/D Object is too far from the camera!
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GuideView_0002 VA

/D Object is too far from the camera!




Demonstration - Object Detection Component



https://docs.google.com/file/d/1B9Ptlnv1tGeSbjhEL_XEYUQYtAFBA2oX/preview

Demonstration - Receiver
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Synchronous Remote Maintenance Systems

Login

Username

| |

Password

| |

This is the login page on the receiver side. They
will have a given username and password in
order to ensure security.

John Doe L,
1/ g

Draw

Share
Screen

Mute
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End Call

Pen | Erase | Color | Thickness | Undo | Exit

This is the main page, in a call, that the receiver
will see. They have the ability to draw on the
hololens camera stream and talk to the hololens
user directly.




Novelties and Challenges

e Delays in obtaining equipment
o Received second HoloLens in week 5
e Steep HoloLens learning curve
e Integrating cross-app communication
o Video components are in progress
e WebSocket protocol challenges
o Header information inconsistent
e HololLens video export is quite complicated

o  Our existing solution for video export is not feasible
o Limitation with HoloLens to overcome with external libraries




Next Steps

e Further integration with WebSocket technology

e HoloLens broadcasts video to Client
o Using new technologies to broadcast directly from HoloLens server
e Drawing ability for client-side application

e Further integration of all components
o Client, Server (Drawing), Server (Object Detection)




Next Steps - Render Streaming



https://docs.google.com/file/d/17zw8b9n2jar6aQlJ8j6ICo5A5wkfPEa-/preview

Next Steps - Signalling Server

peer service
information

Signaling server

public address Pee r

information

Peer public address

information

i

STUN server



Thank you!

Questions?




