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Abstract

End-uses of high-performancecomputing resouces
havecometo expectthat consistentevels of performance
be deliveredto their applications. Theadvancemenof the
ComputationalGrid enablegsheseamlessseof amultitude
of computingresoucesby theseuses. Thecombinationof
thesedevelopmentfiasgenemteda needfor useis to moni-
tor theend-to-encperformanceavailableto anapplication.
In addition, whenperformancedegrades,usess shouldbe
alertedsothatdynamicresouceselectiondecisionsanbe
adjustedasnecessary

With this work, we presentthe NwsAlarm,a Java-based
utility that enablesuses to monitor performancelevels
of any resouce being monitored by the Network\Weather
Service The NwsAlarmrequires no specialprivilegesfor
acquisition of this information and only that a user click
on a web-paye link for invocation. More importantly
the NwsAlarmallows administators (or any user of the
NwsAlarm)to register and set expectedperformancelev-
els. Whenperformancdevelsfall belowthesethresholds,
administators are immediatelynotified via email. The
NwsAlarmusespredictionof performancaneasuementgo
filter false alarm values. We exemplifythe importanceof
and accuracy achieved by the NwsAlarmwith real exam-
ples of performancedegradation causedby routing table
changesand loss of serviceon the Abileng Internet-2re-
seach networkusedfor experimentatiorwith evolvingGrid
softwae technology. On average, 92% fewer falsealarms
are raisedby the NwsAlarmthan if raw measuementsare
used.

1

As high-performancenetwork connectvity proliferates,
end-userdhave cometo expectdeliverednetwork perfor
mance (and not just trunk capacity) to keep pace. In
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addition, better end-to-endperformancemakes it possi-
ble to considerthe use of distributed computing plat-
forms for applicationsthat previously requiredexpensve,
large-scale,and dedicatedmachines. The Computational
Grid [11, 3] is a new andsuccessfullyevolving distributed
computingmetaphorfor the seamlessand dynamicacqui-
sition of resourcesfrom a heterogeneousfederatedre-
sourcepool. In addition, “peerto-peer” computing sys-
temssuchathosedevelopedby Entropia[8], ParaBon[19],
andSETI@Homd20] areattemptingo harnessinusedut
ubiquitouscomputercapacityvia the burgeoninginternet-
work of high-performanceonnectvity.

Theserecentadvanceslacea premiumon the ability to
monitortheperformancealeliverableto theapplicationend-
to-end Usersneedto ensurethatthe resourcesfor which
they arepayingbut which they do not own, meetexpected
performancéevels. Systemandnetwork administratorse-
sponsiblefor appeasinghis performance-hungryserbase
mustbe ableto detectand,if possibleanticipate deficient
performanceattheapplicationlevel. Theproblemof perfor
mancemonitoringis furthercomplicatedoy resourcdeder
ation. Often, administratve policy prohibitspublic access
to low-level performanceinformation for security and/or
proprietaryreasons.Evenif low-level informationis pub-
lished,however, it is oftendifficult to translatdt into amea-
sureof performanceleliveredto the user

In this paper we describea performancealarm system
basedon the NetworkWeather Service(NWS) [25]. The
NWS s a userlevel performancemonitoringandforecast-
ing systemdesignedo measurend-to-endesourceerfor
mancein ComputationalGrid settings. It supportsa vari-
ety of performancesensorgavailable CPU capacity avail-
able core memory end-to-endT CP/IP bandwidthand la-
tengy, etc.)andoperatesompletelywithout privilegeduser
access.Using the NWS as a backboneinfrastructure we
have developeda Java-basedool for visualizing continu-
ously generatedNWS readings and automaticallytrigger
ing an email alarmwhen obsened performancefalls out-
sidea specifiedrange. The systemdraws heavily uponthe



adaptve statisticalforecastingtechniquegshat are part of
the NWS [24] andtheir Java appletimplementatiorj15].

Our results shav that the NWS alarm system
(NwsAlarm) can accuratelydetectproblemssuchasrout-
ing misconfiguratiorby dynamicallyanalyzingend-to-end
network performancelt doesthisthroughits useof theJava
implementatiorof the NWS forecastersWe illustratethese
resultswith examplesrom the Abilene[1] experimentate-
searchnetwork — a network facility deployed, in part, to
supportComputationalGrid research.While we focuson
network performancen this paper our systemalsoworks
for available CPU and memory and will acceptreadings
from any otherNWS sensorshatareconfigured.

In the next section,we briefly describethe infrastruc-
turesfrom which the NwsAlarm was developedwe detail
theimplementatiorof the NwsAlarmitself. In Section3 we
provide the experimentalmethodologyusedfor this study
Sectionb, 6, and7 containour empiricalresults therelated
work, andour conclusionsrespectiely.

2 NwsAlarm Implementation

The NwsAlarm monitors performancdevels, predictsfu-
ture performancdevels, displaysthe datagraphically and
reports “performancefaults” (occasionswhen predicted
performancedoesnot match expectedlevels) to adminis-
tratorswhenthey occur To enablethis functionality, the
NwsAlarm extendsthe Network WeatherService[24] and
theJavaNws[15].

2.1 TheNetwork Weather Service

The Network WeatherService(NWS) is adistributed,gen-
eralizedsystenmfor producingshort-termperformancedore-
castsbasedon historical performancemeasurement.The
goal of the systemis to characterizeand forecastdynam-
ically the performancedeliverableto the applicationlevel
from a setof network and computationakesources.Such
forecastshave beenused successfullyto implementdy-
namicschedulingagentsfor Grid applicationg21, 4], and
to choosebetweerreplicatedwvebpaged?2].

The NWS takes periodicmeasurementsf the currently
deliverable performance(in the presenceof contention)
from eachresourceandusesnumericalmodelsto generate
forecastsof future performancdevels dynamically Fore-
castdatais continuallyupdatedanddistributed so that re-
sourceallocation and schedulingdecisionsmay be made
at run time basedon expected levels of deliverableper
formance. The NWS forecastsprovide difficult to obtain,
statisticalestimatef available servicequality from each
resourceof interest,as well asthe degreeto which those
estimatesrelikely to beaccuratg23].

Sincethe NWS measuresndforecastperformancale-
liverableto the applicationlevel, it is implementedusing
thesamecommunicatiorandcomputatiormechanismghat
applicationsuse resulting in forecaststhat accuratelyre-
flect the true performancean applicationcanexpectto ob-
tain. Separatedmplementationsof the NWS have been
developed using soclets and for the Globus/Nexus [10]
and Legion [12] metacomputingervironments, each of
which providesa softwareinfrastructureghatsupportsigh-
performancalistributedandparallelcomputing.

2.2 TheJavaNws

The JavaNws is a Java implementationof a subsetof the
NWS toolkit that providesmeasuremerdandpredictionfor

network resources. The JavaNws measureghe TCP/IP
soclet performance(bandwidthand round-trip time) be-
tweentheusers desktopandthewebsenerfrom whichthe
JaraNwsappletwasdownloaded Predictedoerformanceés

computedrom themeasurementsy theappletandbothare
visualizedin real-time. The JazaNws enableausersto cir-

cumwentthe needto explicitly installandmaintainanNWSs

network monitoring processandary special-purpos&isu-

alizationsoftware;NWS measuremerandforecastataare
deliveredto the usersweb browserin real-time. Previous
work with the NWS and Java-basedapplicationsindicates
thatbasingtransferdecisionoon NWSforecastatacandra-
maticallyimprove executionperformancd9, 22.

2.3 TheNwsAlarm

Lik e JavtaNws theNwsAlarmis writtenin Javaandrequires
noinstallationor specialprivilegesfor executionandaccess
to the vastamountof performancedata collectedby the
NWS. A Java-languagemplementations importantsince
it enablessecurity portability, and instantinvocation on
the users desktopusing the appletexecutionmodel. The
NwsAlarmenablewisualizationof performancdor anyre-
sourcecurrently monitoredby the NWS (CPU, memory
networking) as well asthe network performancebetween
thewebsener andthe desktop.Iln addition,administrators
canusethe NwsAlarmto setperformancehresholdsandto
sendalarmsarewhenexpectedperformancédevelsdegrade.
The NwsAlarm consistsof two parts: The appletthat
executeson the users desktopandthe sener programlo-
catedat the machinefrom which the appletis downloaded.
UponNwsAlarminvocation,the sener program,startedas
abackgroungrocesstequestandacquireshelist of avail-
ablehostsfrom anNWS namesener. Thislist is transfered
to the NwsAlarm appleton the users desktopandis dis-
playedasa tree of choicesasshavn in Figurel. A user
canselectary host,ary availableresourc CPU, memory
network performancegtc.) associatedvith that host,and
the destinatiorhostif the network resources chosen.The
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Figure 1: The NwsAlarm console. The consoleprovides
userswith a click-able tree menuof machinesfor which
NWS resourcedatais configured.Thelist canberefreshed
to acquiredynamicallyaddedresourcesFor eachmachine,
a list of resourcetypesis given (network bandwidthand
round-triptime, CPU availability andload, memoryusage,
etc). By selectingbandwidthor round-triptime, alist of the
availabledestinationss given. In addition,network perfor-
mancebetweerthe desktopandthe sener from which the
NwsAlarm appletis downloadedis availablefor selection
(“desktop”). The measurementataand predictedperfor
manceof the resourceselecteds displayedin graphform
onceselected.

list canberefreshedy theuseratary timeto acquireanew
list updatedwith any, dynamicallyaddedyesources.

The selectionmadeby the useris communicatedy the
NwsAlarm appletto the sener programwhich obtainsand
returnsthe associatedneasuremenfrom the NWS name
sener. If the selectionis the desktop,thena seriesof ex-
perimentsare performedto measurethe connectvity be-
tween the desktopand sener, just as in JavaNws [15].
For ary selection,the resulting measuremenis given to
the NwsAlarm forecasterga Java implementationof the
NWS forecastersjo predictfuture performanceof the re-
source. The measurementand predictionsare then dis-
playedgraphicallyfor the userasin Figure2.
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Figure 2: NwsAlarm performancevisualization. Whena
usermakesaresourceselectionfrom the console the mea-
surementdata(light or pink points) and predictedperfor
mance(dark or blue points)is displayed. The y-axisis a
rangeof measurementaluesin the units associatedvith
the resourcetype (herethe resourceis bandwidthand the
units are Mb/s) and x-axis is time. Summarydatais pro-
videdto theright of thegraph.

24 NwsAlarm: Degradation Detection

The NwsAlarm also provides userswith a mechanisnto
alert administratorsof degradationin performance. The
administrator sets performancethresholdsand registers
his/heremail addresswith the NwsAlarm. When perfor
mancedropsbelov athresholdtheadministratois notified
via email.

Two typesof performancehresholdsareavailablein the
NwsAlarm. Thefirst is a performancevalue that mustbe
maintained;f a measuremernit lessthanthe givenvalue,
it is considereda degradation. The administratorcan in-
dicate the numberof sucheventsthat must occur before
he/shds alerted. The secondype of thresholdis the num-
ber of communicatiorerrorsbetweenthe desktopand the
sener and the sener and the NWS namesener. If the
numberof errorsexceedshe giventhresholdthe adminis-
tratorwill benotified. Sucherrorsoccurif eitherthesener
from which the NwsAlarm appletwas downloadedor the
namesener becomesinavailabledueto network partition,
other catastrophidailure, or transfertimeout. For the re-
mainderof this paperwe focuson network resourceshow-
ever, ary resourceheNWS canaccesganbemonitoredby
NwsAlarm.

3 Experimental M ethodology

For the resultsdescribedin this paper we gathereddata
betweena machineat the University of TennesseUT)
andth University of California, SanDiego (UCSD). The



predominantnetwork technologybetweenthesetwo hosts
is Abilene [1]. Abilene is an advancedbackbonenet-
work that supportsthe developmentand deployment of

the new applicationsbeing developedwithin the Internet2
community Abilene connectsregional network aggreya-
tion points, calledgigaPoPsto supportthe work of Inter-

net2universitiesasthey developadvancednternetapplica-
tions. It is characterizedy high-bandwidthsindrelatively

high round-triptimesinducedby largegeographiaistance.
When Abilene fails or routing tableschange the link can
degradeto theuseof thecommoncarrierbetweerthehosts.

Measurementsf link performancaeveremadefrom May
7th,1999throughSeptembe25th,2000.We usedthe NWS
to collectthe data' The measurements/ere madeat ap-
proximately30 secondintervals. We collectedboth band-
width andround-triptime values.

In addition to thesemeasurementsye logged tracer
oute [14] databetweenthe two machinesat 1-hourinter-
vals. Traceroutds a UNIX utility thatusestheIP protocol
to provide a trace of the network route betweentwo ma-
chines. This datais usedin our resultssection(Section5)
to confirm that performancdaults detectedby NwsAlarm
correspondo incorrectlyinitialized routing tables.

4 Degradation Discovery Using Pre-
diction

Since end-to-endnetwork performances highly variable
from one momentto the next, we must ensurethat the
NwsAlarm is ableto distinguishbetweenrandomfluctua-
tions andtrue performancdrendsso thatalarmsareraised
accurately Network performancejn particular is highly
variablefrom one momentto the next. If analarmwere
triggeredevery time a low performancemeasuremendc-
curs,mary falsealarmswill be generatedTo enableaccu-
rate alarmdetection the NwsAlarm comparespredicted”
performancelatathresholdsetby theNwsAlarmuser The
thresholdsrepresenthe performancesxpectationthat the
userhasfor the monitoredresources. The forecastsrep-
resentthe expectedperformanceor the resourcebasedon
pasthistory. Therole of forecastingn this settingis to re-
move the randomnoise from the measuremenhistory to
revealthe “true” performancesignal. A fault is definedto
bewhenthis true signalfalls outsidethe specifiedrange.
Theuseof predictedvaluesis thekey differencebetween
thissystemandall others.PredictionenablesheNwsAlarm
to identify eventsthatareimperceptiblef the tracedatais
graphedand obsenedvisually. In this sectionwe provide
two casesthe first in which fault occurrencesire obvious

Lour prior work shaws thatthereis little, if ary, significantdifference
betweenmeasurementgatheredusing Java and thosegeneratedy a C
program[16].

andasecondn whichthey arenot, to motivatethefunction
of the NwsAlarm.

A commoneventthatcauseglisruptionsin network per
formanceis a routing table change. Often, it is diffi-
cult for local network administratorandbackboneservice
providersto keeprouting tablessynchronized. When the
routing tablesareincorrectly set,connectvity may be dis-
ruptedentirely. This type of fault is easyfor local admin-
istratorsto detectsinceuserswill begin calling the hapless
administratorsalmostimmediatelyto discussthe network
outageandto constructvely suggespossiblecoursef ac-
tion. However, it is alsopossiblefor theroutingtablesto be
setincorrectlycausingnetwork traffic to take a functioning
but heavily congestegbath. In this case connectvity qual-
ity is degraded but sinceusersexpecta certainamountof
performancevariation (which is difficult to quantify) they
may not reportsuchproblemsto the overworked network-
ing staf.

An exampleof this secondype of routingtableproblem
is illustratedin thefollowing outputgeneratedby thetracer
outeutility.

Wed May 10 00:30:09 EST 2000

R5HMO01V277.NS.UTK.EDU (128.169.92.1) 0937 ms 0.745 ms 0.804 ms
192.168.101.3 (192.168.101.3) 2296 ms 1366 ms 1588 ms
UTK-GATECH.NS.UTK.EDU (128.169.50.246) 33318 ms 33.190 ms 32945 ms
atla.abilene.sox.net (199.77.193.2) 33475 ms 33.017 ms 34511 ms
hous-atla.abilene.ucaid.edu (198.32.8.33) 46.454 ms 45.876 ms 45.739 ms
losa-hous.abilene.ucaid.edu (198.32.8.21) 77904 ms 77352 ms 77.955 ms
uscC--

abilene.ATM.calren2.net (198.32.248.85) 78.006 ms 78311 ms 77.959 ms

8 UCSD--USC.POS.calren2.net (198.32.248.34) 81943 ms 81173 ms 81.286 ms
9 sdsc2--
UCSD.ATM.calren2.net
10 cse-rs.ucsd.edu
11 conundrum.ucsd.edu

~NouhAwWNR

83.004 ms 87.349 ms 93.498 ms
83.513 ms 83.264 ms 83.408 ms
91.528 ms * 91.058 ms

(198.32.248.65)
(132.239.254.45)
(132.239.55.213)

Wed May 10 01:30:17 EST 2000

R5HM01V277.NS.UTK.EDU (128.169.92.1) 0.783 ms 0.801 ms 0.681 ms
192.168.101.3 (192.168.101.3) 1612 ms 1794 ms 1471 ms
R7SM99.NS.UTK.EDU (128.169.54.8) 1988 ms 2281 ms 1977 ms
205.171.49.165 (205.171.49.165) 20.449
atl-core-02.inet.qwest.net 20.600
wdc-core-03.inet.qwest.net 31.092
wdc-core-01.inet.qwest.net 31.422
chi-core-02.inet.qwest.net 56.092
chi-core-03.inet.qwest.net 55.234 55.718 55.063
10 chi-brdr-Ol.inet.qwest.net 55.479 55.740 55.463
11  s2-0-1.chi-bbl.cerf.net 71576 ms 71121 ms 72423 ms

20.043 ms 20.200
20.042
30.911
30.988
54.913

20.267
30.964
30.979
55.025

(205.171.21.45)
(205.171.5.241)
(205.171.24.10)
(205.171.5.227)
(205.171.20.30)
(205.171.20.66)
(134.24.103.153)

©CONOUAWNR

17 pos1-0-0-155M.san-

bb1.cerf.net (134.24.29.190) 143320 ms 141.121 ms 140.459 ms

18 sdsc-gw.san-bbl.cerf.net (134.24.12.26) 189.463 ms 367.079 ms 149.953 ms
19 bigmama.ucsd.edu  (192.12.207.5) 122431 ms 130.265 ms 121.961 ms

20 cse-rs.ucsd.edu (132.239.254.45) 105.015 ms 112.668 ms 103.970 ms

21 conundrum.ucsd.edu (132.239.55.213) 104508 ms * 133.320 ms

Thistracewasgeneratedby a pair of systemghatarein-
tendedo routepacletsbetweerthemselesover Abileneat
all times. Abilene provides more consistentperformance,
lesscontentionand,ascanbe seenfrom the output,fewer
hopsin mary cases.A lossof Abilene servicecanimpact
theend-to-encperformancexperiencedyy users.If anad-
ministratoris aware of the loss of servicehe/shemay be
able correctthe problembeforeusersare incorvenienced.
TheNwsAlarmis designedo beusedin this settingto alert
administratorsand usersimpactedby a changein network
performance.

Figure 3(a) shaws a two hour tracein which a routing
table changeoccurs. Bandwidth (in Mb/s) was measured
betweentwo hosts, one at the University of Tennessee,
Knoxville, the other at the University of California, San
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approximatelymidnight. The left graphcontainsmeasuremenand predictedvalues,andthe right only the predicted
values.Two verticallinesindicatingaroutingtablechangdn the associatedtraceroutalatafrom the sameperiodarealso

included. A horizontalthresholdline indicatethe bandwidthbelov which the routing table changeshouldbe detected.
It is difficult usinga humaneye and measurementaluesto determinewhenthe changeoccurs. The NwsAlarm using

prediction,however, caneffectively andaccuratelyraisealarmsonly whenthe commoncarrier(QWest)is in use.

Diego. They-axisfor this andall othergraphsin this paper
is time andthe x-axis is bandwidthin Mb/s. (a) contains
measurementaluesonly, (b) containsmeasuremer(dark)

andpredicted(light) values,and(c) containspredictedval-

uesonly, for clarity. Two verticallinesindicatinga routing

tablechangen theassociatetraceroutedatafrom thesame
period are alsoincluded. Horizontalthresholdlines indi-

catedthe bandwidthbelav which the routing tablechange
canbe detected.In this case,it is obvious from the mea-
surementatawhenthe changaakesplace.

Themeasuremertdataaloneindicateghatapproximately
midway throughthe tracethereis a lossin performance
on the link. Traceroutedata collectedfor the samepe-
riod confirmsthat the routing table changedrom Abilene
to commoncarrier (QWestin this case). The routing ta-
ble changesare indicatedby two vertical lines within the
graphwith the textual link type (Abilene or commoncar
rier (QWest))givenin eachsectionof theresultingdivided
graph.Usingathresholdof 0.3Mb/s(horizontalredline on
thegraph)we areableto visually identify theoccurrencef
the event. Thatis, whenthe bandwidthmeasurementfall
belon 0.3Mb/s,they indicate,in this scenariothata rout-
ing tablechangeoccurred.The NwsAlarm, usingpredicted
valuesalsodiscoverstheroutingtablechangeandis ableto
do sousinganeventighterthresholdof 0.5Mb/s.

However, considerthe datashowvn in Figure4. This 24-
hour sub-traceof bandwidthdatais betweenthe samepair
of hostsduring differenttime period. In the left graph,
both measurement&lark) and predicted(light) valuesare

shawvn. Theright graphcontainsonly the predictedvalues.
In this example,it is very difficult to detectvisually when
theroutingtableswerecorrectlyinitialized, andwhenthey
wereseterroneouslysingonly measuremerdata.

The NwsAlarm (prediction)values,however, effectively
and accuratelyindicatewhen changesoccur Accurag is
determinedy the numberof alarmsthatarefalselysent;in
this casewhena valueis belov thresholdandthe Abilene
network is in use.Raisingmary falsealarmsmalkesit diffi-
cult for administratorgo efficiently distinguishwhenprob-
lemsactuallyoccur Theright graphexemplifiesthe accu-
ragy of the NwsAlarm: the predictedvaluesonly fall below
thresholdwhenthe commoncarrieris in use.In particular
the 0.3Mb/sthresholdvalue that worked for measurement
datain Figure 3 is ineffective as a thresholdin this latter
example. The reverseis not true, however. In both cases,
usinga 0.5Mb/sthresholdandthe NWS forecastginstead
of the measurementsjccuratelydetectsheroutingfaults.

It shouldbe pointedout thattraceroutedataalonecanbe
usedto discover suchfaults. Thereareseveral advantages
to usingend-to-endneasurementtaken at the application
level over lower-level mechanismsuchastraceroute First
traceroutds a setuid programwhich makesit inappropri-
atefor mary securitysettings. Indeed,accesgo low-level
monitoringfeatureds often carefully controlledandis dif-
ficult to manage.Application-level performancehowever,
mustbe measurabler applicationswill notfunction. More
importantly however, the NwsAlarm methodologyis gen-
eral. In the caseof network faults,we cancall upontracer



outeto verify the efficacy of the system,but tracerouteit-
self might prove a betterchoicein somesettings. For re-
sourceswithout analogoudow-level measurementtilities
(i.e. non-pagedeal memoryon Unix systemsNwsAlarm
is alsoapplicable(althoughits accurag is moredifficult to
verify). It is our conjecturghatsincethe performancédault
detectiormethodologywe describen this paperis effective
in caseswhereit canbeverified, it will alsobe effectivein
the casesvhereit cant.

5 NwsAlarm Validation

The NwsAlarm is able to identify accuratelyeventsthat
causechangesn expectedperformancdevels. It doesthis
by monitoring changesn forecastedsaluesas opposedo
raw datameasurementdn this sectionwe verify thisaccu-
ragy by comparinghenumberof falsealarmsthatareraised
whenmeasuremerdataaloneis comparedagainstperfor
mancethresholdsandwhenforecastdatais usedinstead.
In our first examplewe monitoredthe bandwidthon an

ISDN link betweenbetweenthe University of Tennessee

andthehomeof alocal userin Knoxville, Tennesse€This
datais displayedin Figure5. We showv boththe measure-
mentandthe forecasteddatataken at 10 secondintervals
andcollectedoveraperiodof 5 hours.Theleft graphshovs
boththe measuremen(dark) andforecastedlight) datato-
gether Theright graphcontainsonly theforecasted/alues
(from the left graph)for clarity. In addition, eachgraph
containsan NwsAlarm thresholdline (in red for colored
version)at 0.4Mb/s. This indicatesan arbitrary threshold
setby anadministrator For the measuremendatacase,a
measuredialue below this thresholdcausesn alarmto be
triggered. Similarly, for the forecastcaseanalarmis trig-
geredwhentheforecastvaluefalls below 0.4Mb/s.
Duringthemeasuremenmgeriod,four largetransfersvere
madecausinga reductionin availablebandwidth. In addi-
tion, the network failed in the 3rd and 4th hours(asindi-
catedon eachgraph). The NwsAlarmwasusedto indicate
whenfailuresor low bandwidthavailability occurred.The
total numberof alarmsthatshouldhave be sentin this sce-
nariois 136. Usingmeasurements evaluatethresholdim-
its cause32 alarmsto be falselysent;usingthe NwsAlarm
predictedvalues,only 2 falsealarmsweresent.Unlike our
other examples,the NwsAlarm is usedin this scenarioto

Table 1: Comparisonof false alarm count using NWS-
predicted values and raw measurementdata in the
NwsAlarm. Useof predictedvaluesenablemoreaccurate
errordetection.

Predictions | Rav Measurementg
Sub-trace|| FalseAlarms FalseAlarms
Figure6a 0 298
Figure6b 112 477
Figure7a 0 250
Figure7b 13 494
Avg 31 380

failure or routing table misconfiguration,users,expecting
thequality of serviceAbileneprovides,canbealertedusing
the NwsAlarm.

To empirically evaluatethe accurag of the NwsAlarm
in this situation, we presentfour differenttracesof Abi-
lene data from the link betweenthe University of Ten-
nesseeKnoxville, and the University of California, San
Diego (UCSD) in Figures6 and7. Bandwidthvaluesare
shavn in Mb/s (y-axis) at approximately30 secondinter-
vals. Thelengthof thetracesvariesfor eachpair of graphs,
but is given along the x-axis. Two graphsare shown for
eachtraceperiod.

Theleft graphof eachpair againshavs themeasurement
(dark) and predicted(light) data. The right graphshelpto
distinguishthe two seriesby providing only the predicted
data. A NwsAlarm thresholdvalue of 0.5 Mb/s was used
in this studyandis indicatedby the horizontal(red)line on
eachgraph.Eachtime avalueis below thethresholdine, it
indicatesthatan alarmhasbeensentto anadministratorof
thelink. Toverify thattheNwsAlarmaccuratelydetermines
routing table changeswe have imposedtwo vertical lines
on eachgraphindicatingwhensucheventsoccurredin our
traceroutadataloggedover the sameperiod.

The goal of the NwsAlarm in this scenariois to send

distinguisheventsthathave no otherlow-level measurement an alarmonly whenthe Abilene servicedegradesto com-

facility, namely thelossof bandwidthdueto contention.If
the link wasintendedto be free of othertraffic, the alarms
would have beenindicative of eitheraroutingproblem(i.e.
othertraffic waserroneouslhbeingroutedover thelink) or
asecuritybreech.

TheNwsAlarmcanalsobeusedto alertadministratorso
lossin Abileneservice asdescribedn theprevioussection.
If Abilene becomeaunavailable,eitherdueto catastrophic

mon carriet  Commoncarrier is indicatedon the graphs
as“QWest”. OnceAbilene servicehasresumed,no fur-
theralarmsshouldbesent.Obviously, if raw measurements
are usedto determinewhento sendan alarm, mary false
alarmsoccut Using the NwsAlarm resultsin far fewer
falsealarms. Thesecountsareshovn in Table5. On aver-
age,92%fewerfalsealarmsaresentusingNwsAlarmwith
NWS-predictedralues.
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Figure5: 5-hourlSDN bandwidthtracedata. Theleft graphshavs boththe measurementiglark-coloredseriesandNWS
predictedvalues(light-coloredseries)taken at 30 secondntervals. The right graphshawvs only the predictedvaluesfor
clarity. Thex-axisis time andthe y-axisis bandwidthin Mb/s. Threelarge transfersoccurredduring the traceandtwo
network failures. The NwsAlarmis usedto identify theseevents.A horizontalline is shavn at 0.4 Mb/s, this valueis the
NwsAlarmthresholdvalue. Alarmsaresentwhenpredictedvaluesfall below this threshold.Usingactualmeasurements

to sendalarmscausanaccuratefalsealarms.

6 Reated Work

Much researcthasgoneinto the measuremerdand predic-
tion of resourceperformance. For network performance
specifically the authorsin [6] describecharacteristicand
theoreticalpredictability but do no on-line analysisas is
providedby the NwsAlarm. Carteret.al. performdynamic
probing of networks with bprobe[5], and usebasicfore-
castingtechniquego predictshortterm performance.The
prediction utilities of NWS-basedtools are more sophis-
ticatedthan thoseusedin bprobe,althoughit is possible
that even simple forecastingtechniqueswill be effective.
Bprobe,however, is not designedo detectandsignal per
formancefaultsin theway NwsAlarmdoes.

In [7], Downey describeshe effectivenessand limita-
tions of using pathchar[13], a tool for measuremenbf
bandwidth round-triptime, averagequeuelength,andloss
rate,to predictinternetlink characteristicsPathcharis im-
plementedisingl CMP echoand/orport-unreachablpack-
ets and require supetuser privileges. While the tool and
Downey’s analysisof its useareexceptional,he pointsout
thatin mary wide areasettings(suchasAbilene) pathchar
mayyield erroneouseadings.n particular the predictions
it makesfor application-delerablebandwidthperformance
canbe substantiallyin error. Sincethe NWS usesend-to-
endmeasurementst doesnot suffer from theseinaccura-
cies. An advantageof pathcharhowever, is thatit doesnot
require“hard collaboration”,but the NWS does.

Dinda et.al. articulatethe predictability of CPU load
in [18]. The NwsAlarm can also predict CPU load and

availability using the sameforecastersas those used for

network performanceprediction. NWS-basedools differ

in that the forecastersare computationallyless intensve

while offering similaraccurag. In [17], theauthorsuseraw

transfertime and CPU load of mirrored World Wide Web

senersto determinewhich sener sitesshouldbe selected
at ary giventime. This work differs from the NwsAlarm

for the samereasonsiotedabove. The NwsAlarm canbe

usedto visualizeraw and predicteddatabetweena users

desktopandary sener, mirroredor otherwise atwhich the

NwsAlarmisinstalled.Thisway, userscandynamicallyde-

terminewhich sener (if mirrored)to useandchangehis/her
decisionwhenalertedby the NwsAlarm.

7 Conclusion

Knowledgeof end-to-engperformanceleliverableto anap-
plication enablesusersto make informed decisionsabout
theuseof availableresourcesToolsareneededo aid users
by measuringandvisualizingavailableperformancendby
alertinguserswhenexpectedperformancealegradesin this
paper we presenta tool, the NwsAlarm, which displays
this availableperformancédCPU, memory or network per
formance),reportsshort-termperformanceforecasts,and
alertsusersto unexpecteddegradations. Administratorsof
Grid-computinginfrastructuresan usethe latter to main-
tain expectedperformancdevels or to inform userswhen
they areunableto do so.

We illustrate the utility of the systemby demonstrating
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Figure 6: Sub-tracedrom 5-monthAbilene bandwidthtracedata. Pair (a) is from a 31-hourtracestartingJunel at
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NwsAlarm was usedto determinewhen Abilene connectvity degradedto commoncarrier (QWest) andwhenservice
resumed.A horizontalline is showvn at 0.5 Mb/s, this valueis the NwsAlarm thresholdvalue. Alarms are sentwhen
predictedvaluesfall below this threshold. Using actualmeasurement® sendalarmscausenaccuratefalsealarmsas

indicatedby thedata.NwsAlarmaccuratelyindicatedossandrestoratiorof Abileneservice.
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how it is able to detecterroneousrouting table configu-

rationsby dynamicallyanalyzingend-to-endperformance
measurements By comparingforecaststo userspecified
thresholds the NwsAlarm accuratelyidentifies periodsof

time during which the routing tablesare correctly config-

ured betweena pair of hosts,and periodswhenthey are

misconfiguredcausinga performancedegradation. In ad-

dition, the systemcorrectly detectdink contentionand, of

courselink outage.

To investigatethe efficacy of forecasting,we compare
the numberof falseperformancelarmsthat aregenerated
whenraw measuremerdatais usedasa trigger, andwhen
NWS forecastsare usedto trigger andalarm. On average,
92% fewer alarmsareraisedby the NwsAlarm thanif raw
bandwidthmeasurementare usedto detectperformance
changes.Sincethe forecastingeechniquesffectively filter
randomfluctuationsfrom the performanceracesthey are
able to reducethe numberof falsealarmsthat are caused
by typical randomvariation. The NwsAlarm s fully im-
plementedandin useatvariousweb-sitesacrosghe United
States. It canbe downloadedin appletform and executed
from hitp : [ /nws.cs.utk.edu/ JavaNws.
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