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Abstract

Mobile code computation is a new paradigm for structuring distributed systems.
Mobile programs migrate from remote sites to a host, and interact with the resources
and facilities local to that host. This new mode of distributed computation promises
great opportunities for electronic commerce, mobile computing, and information har-
vesting. There has been a general consensus that security is the key to the success of
mobile code computation. In this paper, we survey the issues surrounding the protec-
tion of a host from potentially hostile mobile programs.

Decades of research in operating systems has provided significant experience and
insight into the nature of system security. Before we propose any new security model
for mobile code systems, it is wise to question why the existing protection mechanisms
found in distributed operating systems do not fully address the security needs of mobile
code systems. We propose three security challenges that are distinctive of the mobile
code phenomenon, namely, the establishment of anonymous trust (establishing trust
with programs from unfamiliar origin), layered protection (establishing fine-grained
protection boundaries among mutually-distrusting parts of the same process), and
implicit acquisition (coping with the implicit nature of mobile program acquisition).

We also survey various approaches to protection in existing mobile code systems.
We classify protection approaches into four categories: discretion, verification, trans-
formation, and arbitration. We evaluate each category by looking at how well they
address the security needs of mobile code computation.

*This research was funded in part by a scholarship and an operating grant from the Natural Science and
Engineering Research Council of Canada.



1 Introduction

Mobile code computation is a new paradigm for structuring distributed systems[15].
Mobile programs migrate from remote sites to a host, and interact with the resources
and facilities local to that host. This new mode of distributed computation promises
great opportunities for electronic commerce, mobile computing, and information har-
vesting. There has been a general consensus that security is the key to the success of
mobile code computation. In this paper, we survey the issues surrounding the protec-
tion of a host from potentially hostile mobile programs.

Decades of research in operating systems has provided significant experience and
insight into the nature of system security. Before we propose any new security model
for mobile code systems, it is wise to question why the existing protection mechanisms
found in distributed operating systems do not fully address the security needs of mobile
code systems. It is through this understanding that we can identify the distinctiveness
of mobile code security. In this paper, we propose three security challenges that are
distinctive of the phenomenon of mobile code computation, namely, the establishment
of anonymous trust (establishing trust with programs from unfamiliar origin), layered
protection (establishing protection boundaries among mutually-distrusting parts of the
same process), and implicit acquisition (coping with the implicit nature of mobile code
acquisition).

This paper also surveys the approaches to protection in existing mobile code sys-
tems. We classify protection approaches into four categories, discretion, verification,
transformation, and arbitration. We evaluate each category by looking at how well
they address the security needs of mobile code computation.

The paper begins with an introduction to mobile code systems (section 2). Section
3 describes the distinct security needs of mobile code computation. Section 4 sur-
veys four major categories of protection approaches in existing mobile code systems,
namely, discretion, verification, transformation, and arbitration. Research directions
are summarized in section 5.

2 The Nature of Code Mobility

2.1 Code Mobility

Mobile code is a new way of structuring distributed software systems [15]. In general,
one can always construct distributed systems by writing socket code using a client-
server architecture. What is interesting about mobile code systems is the notion of
code mobility: instead of simply passing data messages, communicating processes in
mobile code systems exchange program code. Here, it is wise to distinguish between
strong mobility and weak mobility [28]. Strong mobility is the mobility of computation:
an entire thread (or a group of threads), including both its code and its state (e.g.
binding environment, stack, etc) are transported. Weak mobility describes the motion
of code only. For instance, various forms of active contents (e.g. Java applets [50]) are
examples of weak mobility.

Weak mobility. A weak mobility system has a typical architecture as depicted in
figure 1. A client process C' and a server process S run in two different machines.
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The server process S has access to some resource R in the server machine (Fig 1(a)).
Resource R could be a data structure, some service routines, or simply computer
cycles. Attempting to access resource R in the server machine, the client process C
sends a program fragment P to the server process S (Fig 1(b)). Upon arrival, code
fragment P is dynamically linked into process 5. S then invokes the code in P (Iig
1(c)), enabling P to access resource R on behalf of process C. The result of accessing
R is communicated back to C' if necessary. To make the above abstract description
more concrete, think of S being your web browser process, with access to your local
windowing system and terminal display (resource R), and think of C' being an httpd
process. The code fragment P could be a Java applet.
Carzaniga et al [15] identify two variants of the above architecture:

Code-on-Demand: The server process S initiates communication. It requests C' to
send it P. Various forms of active contents, including Java applets [50], ActiveX
control [112], and JavaScript [80] are commercial examples of code-on-demand.

Remote Evaluation: The client process ' initiates the communication. It sends P
to 9, requesting S to evaluate P on its behalf. Stamos and Gifford [108] were the
first to envision this architecture. One could view Java servlets [18], MIME Tcl
extension [13], and active packets [54] as examples of remote evaluation.

Strong mobility. Strong mobility is commonly known as mobile agents [15]. A
typical mobile agent architecture is depicted in figure 2. A group of coordinating
threads T is originally running in a process C' on the client machine, and accessing
the resources therein (Fig 2(a)). At certain point, thread group 7" attempts to access
resource R that is owned by a process S running on a remote machine. To do so, thread
group T requests its parent process C' to transport it to remote process 5. Process
C suspends T, and then marshals T into an encoding P that encapsulates both the
code T is executing and the dynamic state of 7. The encoding P is then sent off to
process S (Iig 2(b)). Upon arrival, the encoding P is dynamically linked into process
S, and the execution of T is resumed, thereby allowing T to interact with resource R
(Fig 2(c)). T remains in S until there is a need to access remote resource again.

Generalization. Let us ponder again on the two architectures laid out in figure
1 and 2. The whole point of exchanging code in both cases is for the an external
party to access the remote resource R located in the server machine. In every mobile
code system, there is a computing platform, called a host, that offers external access
to a selected set of computing resources that it owns. The resources are managed by
a process called a computing environment (CFE), which defines a controlled interface
between the resources and external parties who want to access the resources. In our
example, process S fills this role of a computing environment.

When an external party attempts to access the facilities managed by the computing
environment, it sends off a mobile code unit which corresponds to either a code fragment
(asin the case of weak mobility) or an encoding of some threads (as in the case of strong
mobility). The program code in the mobile code units will then be dynamically linked
into the computing environment process. One or more threads will be started to carry
out the computation prescribed by the downloaded mobile code unit, that is, to access
the resources of interest on behalf of the external party. These threads might in turn
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start some other threads. Together these threads constitute a recognizable application
program that carry out a single job. We call such a group of threads an ezecution
unit. An execution unit is a direct analogue of a process in a traditional operating
system, just as the computing environment is an analogue of the operating system
itself. No execution unit is allowed to access host resources unless by conforming
to the protocol imposed by a computing environment. Notice that a host may serve
multiple computing environments, while each computing environment may in turn host
one or more execution units.

We use Java as an example to illustrate the above ideas. The Java virtual machine
(JVM) is the computing environment of Java. As an interpreter, it creates a sandbox
in which interaction between Java threads and the underlying operating system can be
controlled. Multiple JVM can coexist at a single host. Migration occurs when the a
Java classloader retrieves mobile code units, called Java classfiles, from, say, a remote
httpd process. The classfiles are verified and then dynamically linked into the JVM.
Finally, the JVM spawns off an applet thread that invokes the linked code. An applet
is therefore an execution unit in Java.

2.2 Motivation of Code Mobility

Motivation for adopting the mobile code paradigm has been surveyed in great detail in
the literature [61, 21, 22, 15]. The following list illustrates several representative ones:

1. Real-time interaction with remote resources: Most computing resources,
like databases, file systems, or even physical displays, are not transportable. If
such resources are located in a remote site, then computation that requires real-
time interaction with the resources has to happen where the resources reside.
Code mobility allows one to prescribe the location of computation, so as to make
real-time interaction possible. For example, active contents like Java applets
prescribe interactive presentation that is to be rendered on the browser side.

2. Reduction of Communication Traffic: Mobile computers (e.g. hand-held
computers or intelligent mobile phones) usually interact with servers through un-
reliable, low-bandwidth, high-latency, high-cost networks. Mobile agents becomes
an attractive alternative because network traffic can be reduced by migrating the
client program to the server side, thus avoiding the potential cross-network com-
munication bottlenecks.

3. Customization and extension of server capabilities: Valuable hardware re-
sources are usually managed by server software (e.g. an operating system). Such
server software usually define access policies that are extremely general, and tend
to ignore the specific needs of individual clients. Recently, various proposals have
been made to allow application-specific extension code to be downloaded dynam-
ically into a server software, so as to customize its access policies to meet the
specific need of a client software. Typical examples include extensible operating
systems [11, 102, 37], active network [111, 20], active disk [4], and many others.

4. Avoiding distribution of state: In traditional client-server applications, the
state of computation is distributed among the servers and the clients. As a
consequence, it is difficult to maintain consistency of the distributed states, and to
articulate the correctness of the computation. Mobile agents localize computation



states in a single process. They offer a better abstraction that makes the crafting
of distributed software a more manageable task.

Chess et al [22] fairly pointed out that any application that can be crafted under the
mobile code paradigm can also be structured as a client-server application. However,
as we have seen above, mobile code systems offer many engineering advantages that
its client-server counterpart lacks. Recently, Carzaniga et al [15] propose an abstract
model for evaluating the potential benefit of adopting various mobile code paradigms.
The result suggests that the advantages pay off only for certain kinds of application
domains.

2.3 Code Mobility, Dynamic Linking, and Binding Envi-
ronment

The essence of code mobility is the ability to transport some resource-accessing mobile
code units from one host to another, and then executing those code units on the
resource-bearing host. In order for the resource-accessing mobile code unit to do so, it
must contain some free variables that refer to the resources it is interested in. Therefore,
upon arrival, all mobile code units must go through a phase of integrating into the
computing environment, and that integration usually takes the form of dynamic linking,
that is, linking the free variables in the mobile code units to the actual resources owned
by the computing environment.

Viewing from a programming language perspective, mobile code units are basi-
cally code that contains free variables. A computing environment is in fact a binding
environment that defines bindings for the free variables in mobile code units. Code
migration, then, is the dynamic specification of the binding environment in which an
open program is to be executed. This view, first advocated by Queinnec and De Roure
[90], can be illustrated in the following way.

The signature of a typical metacircular Scheme interpreter! [3] has the following
form:

(eval form env)

Given a Scheme form (an open program) and a binding environment, the eval inter-
preter computes the value of form, using the bindings in env whenever free variables
in form are to be resolved. If we see a computing environment as a binding environ-
ment that supplies bindings for the free variables occurring in a mobile code unit, then
code mobility can be viewed as the explicit identification of the binding environment in
which a form is to be evaluated. It is this dynamic linking aspect that makes compu-
tation “occur at another site”. In this manner, remote evaluation can be understood
as the evaluation of a form in a remote environment:

(eval form network-locator-for-environment)

Here, network-locator-for-environment names the binding environment in which
form will be evaluated. Code-on-demand can be understood similarly:

(eval network-locator-for-program local-environment)

LA metacircular Scheme interpreter is a Scheme interpreter written in the Scheme language itself.



Here, network-locator-for-programnames the remote program that is to be brought
in for execution.

Mobile agents are not easily understood in such a framework. In the studying of
code sharing via the internet, Queinnec and De Roure [90] propose the following special
form that captures various forms of code mobility:

(import (v1 v2 ...) env form)

The import special form composes an environment, and then evaluates form in this
environment. The target environment is composed by taking the current environment
(the lexical environment import is in) and then overshadowing the definition of vari-
ables v1, v2, ...by those in the first-class environment env. If env is a remote host,
then the target environment will be composed of both the bindings in the remote host
and the current state of computation. Strong mobility is thus given a very clean model.

Realizing that dynamic linking and dynamic specification of binding environment
are the underlying reality of mobile code computing is crucial for the following reason:
there is a very subtle analogy between a protection domain and a name space (a binding
environment).

2.4 Viewer’s Discretion: The Security Challenge

PostScript files [109] could be seen as a form of mobile programs [116]. As a stack-
based, page-description language, it offers a very compact description of documents.
When PostScript documents are sent to printers, the documents are interpreted to
generate printout. This setup off-loads some of the document rendering burden from
the printing hosts to the printers. Because of its simplicity, one does not usually expect
this setup to go wrong.

As PostScript gradually gained its popularity as a portable document description
language, it became a standard medium for document distribution on the internet.
Recognizing it as a MIME type, web browsers automatically spawn off a viewer process
as a Postscript file is downloaded. In 1995, the CERT coordination center discovered
that some older versions of postscript viewers allow Postscript programs to access
the local file system in an unsafe manner [16]. This presents a potentially serious
threat to the web browsing system, for the vulnerability can be abused by malevolent
programmers “intentionally embedding commands within an otherwise harmless image
so that when displaying that image the PostScript viewer may perform malicious file
creations or deletions.” [16]

With the emergence of rogue applets [62, 68] and other forms of malicious active
contents, users of mobile code systems are now more aware of the security threats
associated with mobile code computation. A rogue mobile code unit may overwrite
valuable data on local disks, covertly transmit private information to another party,
hang the hosting browsers, or masquerade as another trusted application.

As the owner of a host, security is an issue for us because the code to be executed
by our host does not belong to us. We never write them, nor do we know a lot about
them, and sometimes we do not even know who sent them to our host. Allowing such
programs to be executed without control is like inviting strangers into your house —
you are lucky if nothing bad happens.

A naive response would be to turn off all mobile code capabilities, or to completely



avoid visiting web sites with active contents. However, active contents are becoming
increasingly popular. Businesses are conducted around them. This avoidance mentality
only cripples us. The question then is not one of avoiding download, but of protecting
ourselves from the downloaded execution units that run wild.

Security is also the most challenging aspect in the crafting of mobile code hosting
environment. For one, it is difficult to articulate exactly what we mean by secure
mobile code computing. In the next section, we will delineate the distinct security
needs of mobile code systems.

3 The Distinct Security Requirements of Mo-
bile Code Systems

There are two classes of security issues in mobile code computing:

e Host security is concerned with the protection of a host from untrusted mobile
programs, and with the avoidance of mutual interference among execution units.

o Application security is concerned with the assurance of correctness and confiden-
tiality for the computation that is delegated to a remote host. When an untrusted
host carries out a computation on behalf of a client, the host may maliciously
corrupt or expose the internal state of the client’s execution units. Application
security goes by other names like code security [119].

This paper is mainly devoted to the exploration of issues in host security. Readers
interested in application security may consult the paper by Farmer et al [39] for an
inspiring discussion.

Viewing from the perspective of host security, mobile code systems share many
similarities with an operating system. In particular, security issues arise in both kind
of systems when they attempt to address the need of multiprogramming, and specifi-
cally, the need for safe resource sharing. A multiprogramming system allows multiple
execution units to coexist on a host. It is desirable to ensure that no single execution
unit has total monopoly of the host’s resources. As a result, individual execution units
must be guarded from interfering with each other, and from undesired exploitation of
the host’s resources and facilities. To realize this, various protection mechanisms are
built into an operating systems. Silberschatz and Galvin [103, p 431] understand the
entire business of protection as one of providing safe sharing of name spaces:

Protection was originally conceived as an adjunct to multiprogramming op-
erating systems, so that untrustworthy users might safely share a common
logical name space, such as a directory of files, or share a common physical
name space, such as memory.

Given the common security goal of safe resource sharing, it is then important to
question why the existing protection mechanisms in operating systems cannot be di-
rectly transplanted to mobile code systems to address its similar security needs. In
other words, we need to articulate in clear and precise terms an answer to the follow-
ing question:



Question of Distinction: What makes the security needs of mobile code
computing different from those of traditional multiprogramming oper-
ating systems?

This section attempts to answer the above question.

In section 3.1-3.3, we will give a brief survey of the security requirements and pro-
tection mechanisms in traditional multiprogramming systems. Details can be found in
standard textbooks on operating systems [103], computer architecture [87], distributed
systems [26], and computer security [88]. Readers already familiar with these topics
may skip the mentioned sections. In section 3.4, we propose three distinctive challenges
in mobile code security. Then in section 3.5 we articulate why software-based solutions
to such challenges should be sought for.

3.1 Ingredients of Host Security

There are three aspects to the security of a computing system:

Integrity: System resources should be protected from unauthorized modification,
deletion, or other means of tampering.

Confidentiality: Sensitive information should be protected from leaking through
unauthorized channel. Confidentiality goes by other names like privacy or se-
crecy.

Availability: The computing system should be protected from interference that af-
fects its normal operation and availability of service.

In order to establish and evaluate the security of a computing system, one has to
refine the above criteria, and lay out exactly what the security requirements are in
concrete terms. A policy is a well-defined, consistent, and implementable statement of
the security we expect the system to enforce. It is an administrative decision about
what should constitute a breach of security. Users of mobile code system should watch
out for the following threats:

Corruption. Execution units may modify or erase important data. Other may tamper
with the internal state of the system, rendering the system state incoherent.
Typical examples of such attacks include various forms of computer virus that
cause damages to host’s data. Such attacks compromise the integrity of the
system.

Leakage. Execution units may actively release sensitive information to an outside
party. Other may engage in data processing activities from which malicious third
parties can infer information that is supposed to be classified (i.e. covert chan-
nels). For example, an unguarded Java applet may access personal financial
records on an unsuspecting PC’s hard drive, and then send the information back
to the attacker via a socket connection. Such attacks are direct violation of the
system’s confidentiality.

Denial of service. Execution units may monopolize shared resources like the termi-
nal screen (creating a window so huge that it covers everything on your terminal
screen), CPU time (raising its own priority above all other threads), threading
services (killing all threads other than itself), etc. Such attacks destroy the avail-
ability of the system.
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Masquerading. Execution units may masquerade as another one by faking the user
interface of the latter, thus fooling the users into entrusting them with critical
resources (e.g. stealing CPU time for factoring an integer) and data (e.g. asking
users for their passwords). Execution units may also pretend to originate from a
trusted origin (e.g. various spoofing attacks). An execution units may even fool
the type system by appearing to be of another type (e.g. type confusion in Java),
thus gaining access to the internal state of the system. Masquerading is a very
subtle form of attack that could potentially lead to the compromising of integrity,
confidentiality, and availability.

For more details of the above threats in a concrete mobile code system Java, consult
other surveys [62, 68, 40, 86].

3.2 Protection Mechanisms and Their Evaluation Crite-
ria

Protection mechanisms are technologies built into the computing environment for the
sake of enforcing security policies. Protection is based on the notion of separation [96].
Separation can be physical (allocating physically distinct resources to competing par-
ties), temporal (scheduling competing processes to execute at a different time), logical

(creating logical barrier to avoid interference), or cryptographic (encrypting sensitive
information).

3.2.1 Design Principles of a Secure System

Saltzer and Schroeder [97, 98] list the following principles for the design of secure
protection mechanisms:

1. Economy of mechanisms. The design of the protection mechanism should be
small and simple. A small and simple mechanism can be carefully analyzed and
validated.

2. Fail-safe default. The default condition should be denial of access. The designer
of a protection mechanism should determine what is accessible instead of when
access is denied.

3. Complete mediation. The protection mechanism should be designed so that
all possible access to system resources are covered. In a system that will be used
continuously, and in which access rights may be revoked, every access attempt

should be checked.

4. Open design. The security of the protected system should not depend on keep-
ing the design of the protection mechanism secret.

5. Separation of privilege. Access to an object should depend on more than one
condition. In this way, complete security breach will not occur even when one
protection system is defeated.

6. Least privilege. Execution units should be granted the bare minimum amount
of privileges necessary to complete the job.
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7. Psychological acceptability. If the users feel that protecting their system
resources is too much work, they will not use it. The human interface should be
designed for naturalness, ease of use, and simplicity, so that users will routinely
and automatically apply the protection mechanisms.

3.2.2 What Makes a Protection Mechanism Reasonable

Maximizing security is an apparent goal. Yet absolute security can trivially be achieved
by not allowing any foreign code to be executed in a host, an alternative we do not
want to live with. Therefore, our goal is really to maintain security while retaining
the usefulness of mobile programs. In particular, we want to achieve the following
objectives:

1. Fine granularity of control. An execution unit that cannot do anything can
do no harm, but a execution unit must be granted enough privileges in order to
be useful. A competent protection mechanism should flexibly express the precise
needs of an execution unit. Granting too many privileges will compromise the
principle of least privilege (section 3.2.1), while granting too few impairs the
execution unit.

2. Minimal interference with normal operation. In order not to introduce per-
formance degradation to a mobile program, the computation environment should
avoid unnecessary interference with downloading, linking, and executing execu-
tion units.

In summary, the impact of protection should as small as possible.

3.3 Traditional Protection Mechanisms

Two relevant protection mechanisms in traditional operating systems are memory pro-
tection and access control?.

3.3.1 Memory Protection

Memory protection guarantees that (1) execution units do not interfere with the states
of each other and do not corrupt the global state of the host; (2) control can flow
outside of the execution unit only through some well-defined interface provided by the
computing environment. In short, the goal of memory protection is to avoid the mal-
functioning of one execution unit from contaminating other execution units or even the
host itself. Memory protection also goes by other names in the mobile code literature,
namely, low level security [126] or simply safety [59].

In traditional operating systems, memory protection is achieved by three mecha-
nisms in combination:

?In fact, competent operating systems offer other kinds of protection mechanisms, including CPU protec-
tion, instruction protection, I/O protection, etc. In a mobile code system, execution units usually execute
inside a user process, and thus are already protected from monopolizing the CPU(s), executing privileged
instructions, and directly accessing any I/O channels. Therefore, we will not touch on these issues in the
remainder.

12



1. Processes are placed in separate address spaces. At run-time, every address ref-
erence, be it a data reference or a control transfer, is checked by the hardware to
see if the referenced location belongs to the address space of the running process.
If not, the memory fault will be trapped by the operating system.

2. The CPU offers two mode of execution, namely, the kernel mode and the user
mode. User processes are always executed in the user mode. Instructions that
set the boundary of address space are protected, and can only be executed in the
kernel mode. User processes are then protected from redefining the boundary of
their address spaces.

3. Control flowing outside of the address space must pass through special interface
of the operating system kernel. This is usually achieved by providing a set of pre-
defined system calls accessible by a special TRAP instruction. When a system
call is invoked, the CPU switches to kernel mode, and control is transferred to
the operating system, which in turn processes the system call on behalf of the
user process.

Instead of a simple dichotomy of kernel and user modes, some operating systems
provide multiple, concentric rings of security levels. Code running in the more trusted
rings may access data and code in the less trusted ring, but not vice versa. Less trusted
code may transfer control to the more trusted code via special entry points called gates.
Such arrangement requires special hardware and operating system support.

3.3.2 Access Control

In traditional operating systems, resources of the host are modeled as objects, while user
processes are modeled as subjects. A subject can perform operations on an object. The
permission to perform a certain operation on an object is said to be an access right.
Security policies are expressed as an assignment of rights to subjects. A protection
domain is a collection of access rights. A user process acquires its access rights by
being associated to a protection domain.

Access rights in a multiprogramming system can be expressed as an access matriz.
Every row in the matrix represents a protection domain, while every column represents
an object. By labeling an entry in the matrix with access operations, we effectively
define what rights are given to a protection domain (row) for the accessing of an object
(column). In traditional operating systems, an access matrix is usually implemented
in one of two ways. The first approach is the access control list. Associated with every
system resource is a list of (subject, right) pairs. Whenever a resource is accessed, its
associated list is checked to see if the accessing subject is on the list and is granted
appropriate access right. A second approach is that of capability. A capability is an
unforgeable pointer to a system resource. By acquiring the pointer, a subject is then
granted the right to access the object. In a sense, capability controls access through
visibility — if a system resource is not even visible to a process, then there is no way
the process can access it.

In traditional operating systems, access control presumes two related mechanisms:
authentication and authorization. Authentication is the process of establishing the
identity of a user. Authorization is the process of translating the result of authen-
tication into decisions of what access right is granted to authenticated users. Under
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such system, whether a user has right to perform an operation is largely dependent
on his/her identity, or, more precisely, on the operating system’s knowledge about
him/her.

3.4 Distinctiveness of Mobile Code Security

What then distinguishes mobile code computing from multiprogramming in traditional
operating systems? Why cannot the traditional protection mechanisms satisfy the
security needs of mobile code computing? We believe that the mobile code phenomenon
is distinctive in the following way:

Distinctiveness of Code Mobility: Subject only to time-bounded, au-
tomatable checking, code originating from any arbitrary source may be
executed in an environment that exposes access to shared resources.

Here, the three key phrases are “time-bounded, automatable checking”, “any arbitrary
source”, and “exposes access to shared resources”. In the following, we will explain
these three distinctive aspects of mobile code computing.

3.4.1 Anonymous Trust

Traditional security models are based on trusted identities. A user is a known party.
Based on one’s trust with the user’s identity, and based on notions like resource own-
ership, one then authorizes access to system resources. A direct translation of this
idea to mobile code security is to attach to every mobile code unit a digital signature
that signifies its origin. In this view, the source of the mobile code unit is treated as
a user in a traditional operating systems, and authorization of access rights is based
on the familiarity of the code unit’s origin. This approach works well when the the
mobile program is developed by a well-known brand name, or when it is sent from a
trusted source. Yet, the approach breaks down when the foreign code is written by an
unknown author and sent from an obscure origin. The very spirit of WWW computing
is that any party can freely share information or active content with others who have
access to the internet. It is conceivable that in the future more and more of the code
we use is going to be developed and distributed by parties unknown to us. Security
that is based solely on identity cannot account for such phenomenon. Under such an
approach, the only completely safe practice will be to reject all untrusted code. How-
ever, such a restraining policy degrades the granularity of control. This difficulty was
first articulated by Ousterhout et al [84], and then found its full expression in a paper
of Chess [23].

The above discussion illustrates a fundamental challenge in mobile code security:

Anonymous Trust: How do we establish trust for a mobile code unit sent
from an unknown origin and written by an unknown party?

Given the above, security engineers should not rely solely on identity or origin
information to authorize access. A competent security infrastructure should accept
trustworthy mobile programs even if they are anonymous. Therefore, we accept as
an axiom that mobile programs from any origin will be downloaded into a computing
environment:

Axiom of Anonymity: Code from any arbitrary origin will be downloaded.
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Another way to look at the issue is that, with the emergence of the web, the model
of software distribution has changed. No longer can we establish trust solely by means
of brand names and well known vendors, for everyone may now distribute software.
We need to put tools and techniques into the hands of this new breed of anonymous
programmers so that they can construct software that inspires trust in hosts. Devanbu
et al call such an endeavor trusted software engineering [35].

3.4.2 Layered Protection

Another fundamental aspect of mobile code computing is that a mobile code system
defines a complete multiprogramming environment on top of the existing operating
system. The mobile code computing environment may define its own computing model,
maintain its own resources, provide its own set of services, and hence define its own
security model. Consequently, it is usually not realistic to simply treat an execution
unit as just another process in the operating system, running in just another protection
domain. Our desire for platform independence further discourages us from adhering to
the security model of a particular operating system.

In addition, as one of the users in the underlying platform, a mobile code computing
environment may ezpose some of the operating system resources to the visiting execu-
tion units. Thus, it is impossible to construct a mobile code security model which is
completely orthogonal to the underlying operating system’s security model. The mo-
bile code security model must honor the security constraints imposed by the operating
system.

A typical arrangement in existing mobile code systems is to have the computing
environment running as an operating system process, while treating execution units
as secondary threads executing within that process. For example, a web browser is
a single process containing a Java virtual machine, in which Java applets are run. A
Java web server is also a single process. Servlets run within the server process as
secondary threads, thus avoiding costly CGIl-based solutions. Since a process defines
both the boundary for memory protection and the protection domain for access con-
trol, execution units are protected from exploiting resources outside of the computing
environment.

Protection within a computing environment is less trivial. Mobile code units are
linked into the computing environment process. Sharing the same address space and
protection domain, the execution units and the computing environment process are
indistinguishable from the point of view of the operating system, which must rely
on process boundary to enforce protection. We then have an interesting situation in
which code fragments within a single application process do not trust each other®. As

31t is revealing to read a passage in a standard operating systems text [103, p 112]:

However, unlike processes, threads are not independent of one another. Because all threads can
access every address in the task, a thread can read or write over any other thread’s stacks. This
[multi-threading] structure does not provide protection between threads. Such protection, however,
should not be necessary. Whereas processes may originate from different users, and may be hostile
to one another, only a single user can own an individual task with multiple threads. The threads,
wn this case, probably would be designed to assist one another, and therefore would not require
mutual protection.

The introduction of mobile code computing environment definitely falsifies the above assumption.
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a result, the computing environment process has to enforce memory protection and
access control* within the process itself.

The security model of the operating system and the security model of the mobile
code system then form a parent-child relationship. Providing mechanisms for defin-
ing child protection domains inside a single process becomes the second fundamental
challenge to mobile code security:

Layered Protection: How do we implement protection among mutually-
distrusting code and execution units coexisting in a single application
process?

An alternative articulation of this problem is what Rees [91, p 16] called the safe
invocation problem:

When a program is invoked, it inherits all of the privileges of the invoker.
The assumption is that every program that a user runs is absolutely trust-
worthy. ... It is remarkable that we get by without secure cooperation. We
do so only because people who use programs place such a high level of trust
in the people who write those programs.

What Rees refers to by secure cooperation is the ability to invoke an unfamiliar routine
without granting it all the invoker’s rights. To achieve this, one needs to be able to
hierarchically construct a child protection domain for executing untrusted code within
the invoker’s process.

Layered protection is a characteristic feature in single-address-space operating sys-
tems like OPAL [19] and extensible operating systems like SPIN [11], VINO [102], and
Exokernel [37]. In such operating systems, untrusted code may be (dynamically) in-
troduced into a privileged protection domain (e.g. the kernel). One wants to avoid the
untrusted code units from exploiting the resources in that domain. In the following
discussion, we will refer to some of such operating system literature that offers better
understanding of layered protection in mobile code systems.

3.4.3 Implicit Acquisition

Code mobility defines a new model of software acquisition. In the past, acquisition of
commercial-off-the-shelf software package involves a slow, manual, and explicit process.
Alternatives are reviewed and tested. Impact analysis is conducted. Deployment is
planned and staged. System administrators know exactly what packages are installed
on the system. Potential impact is announced to users.

Software acquisition is completely different in a mobile code system. As De Paoli
et al [86] put it:

Conventional computing paradigms assume that programs are installed and
configured once on any and every machine and that these programs only
exchange data. This means that a user can make all possible checks over
a new program before running it. This assumption, however, is no longer
valid for open and mobile environments, such as Java and the Web.

4Again, one could point out the need to avoid the monopolization of the process’s time slice by a secondary
task. This is easily achieved if we have a competent scheduling mechanism. Therefore we will leave the issue
here. For those interested in having more control on Java’s scheduling mechanism, consult [63, section 8.3].
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Mobile code unit may arrive even without the knowledge of the users. Simply by
browsing a web page will invoke the installation of active content. Acquisition is
therefore implicit. It is actually a design goal (minimizing interference) that the entire
acquisition process be invisible to the users (see section 3.2.2, on Minimal interference
with normal operation). In such a process, only automatable checks are allowed, be it
signature checking, program analysis, type-checking, etc. All such checking should take
only a limited time to complete. It is this time constraint that makes code mobility
a completely new model for software acquisition. The traditional acquisition process
establishes trust gradually. Yet, with the time constraint, a computing environment
is forced to establish the trustworthiness of a program without going through the
traditional evaluation cycle. In fact, the time spent on trust establishment should be
only a small fraction of the brief execution time of the execution unit. Therefore, the
third fundamental challenge of mobile code security is the following;:

Implicit Acquisition: In the absence of an explicit acquisition process,
how do we automate trust establishment in a limited time?

3.4.4 A Subleasing Analogy

The situation can be clarified by considering the following analogy. Traditional multi-
programming systems are in some ways like a residential building (a host). A landlord
(operating system) decides to rent the property to multiple tenants (users/processes).
The landlord defines access policies to prevent tenants from interfering with each other,
and from unauthorized access to facilities in the building. Also, according to the iden-
tity of the tenants (probably some tenants pay more rent than the others), they are
given different degree of privileges to access the facilities of the building (e.g. some
have to share bathrooms with others, while more privileged ones have their private
bathrooms). As such, the authorization of rights is based on the landlord’s familiarity
with the tenants.

Mobile code computing is like the rental of business properties. Now the tenants
(web browser processes) rent office space from the landlord to conduct business. The
tenants want to make the office publicly accessible, so that customers (mobile programs)
interested in using the tenants’ services can come over to the offices. This complicates
the security model in three ways.

Firstly, the customers are not familiar parties. Neither the landlord nor the tenants
can naively base access authorization on the identity of the customers. Such practice
will unnecessarily reduce the accessibility of business. This corresponds to the challenge
of establishing anonymous trust

Secondly, each individual business should be able to define their own security policy
on top of the security policy already imposed on them by the landlord. On one hand,
individual business should make sure that the security policy defined by the landlord
is honored by the customer who are accessing the office. For example, if the landlord
requires that the building be closed after 9pm, then the tenants should make sure
that the customers leave before then. On the other hand, the business should have
mechanisms to enforce additional security measures for their customers. For example,
the office equipments should be operated only by the employees of the business, and
should be guarded from unauthorized access by the customers. In summary, layered
protection is needed in this situation.
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Thirdly, customers don’t wait. Security measures may not interfere with the brief
visitation of the customers. Individual business are only granted limited time to enforce
security. This corresponds to implicit acquisition.

What characterizes the above situation is the phenomenon of subleasing. The op-
erating system leases resources to a trusted group of users. In turn, a special group
of users, the mobile code computing environments, sublease their share of resources
to mobile programs with unknown origin. Also, the visitation of mobile code is by
nature brief and transient. Any competent mobile code security model should attempt
to address the challenges created by this subleasing phenomenon.

In summary, code mobility defines a new software engineering model: the new real-
ity of brandless programs necessitates anonymous trust; the need for protecting mutu-
ally distrusting code from each other requires layered protection within a single process;
implicit acquisition forces the software evaluation process to be time-constrained and
automatable.

3.5 Software-based Solutions

There is a misconception that hardware-based protection mechanisms are the only
way to ensure system integrity [10]. Though some of the security requirements in
mobile code systems can potentially be addressed by hardware solution, we here focus
on software-based solutions which implement logical separation (section 3.2, page 11).
We do this for the following reasons:

1. Portability. Execution units might migrate to a heterogeneous array of comput-
ing platforms. A hardware solution limits the kind of platform an execution unit
may be executed on. We target protection mechanisms that can be implemented
in general-purpose processors, on typical operating systems.

2. Performance. Numerous reports [121, 105, 122] confirm that memory protec-
tion schemes based on hardware-enforced address space boundary introduce sig-
nificant performance penalty for cross-boundary procedure calls. Software-based
memory protection mechanisms like Software-based Fault Isolation [121], Proof-
Carrying Code [77], and type-safe languages [11] are found to be a lot cheaper
than hardware-based mechanisms. Even interpreted languages like Java are also
found to exhibit adequate performance for system programming [92]. All these
suggest that software-based solutions can be as adequate as, and at times even
more competitive than, hardware-based solutions.

3. Ease of Experimentation. A software solution is usually easier to implement
and modify. It can then be easily distributed to or reproduced by the computing
community, who in turn may iteratively review and improve the solution.

4. Expressiveness. Though memory protection naturally invites hardware solu-
tion, it is usually difficult to reduce high-level access control mechanisms into
hardware implementation, especially when we are dealing with application-domain-
specific security concerns.

In the following, we will focus mainly on software-based solutions to mobile code secu-
rity.
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4 Protection Mechanisms for Mobile Code Sys-
tems

In this section we outline four software-based approaches for protection: discretion,
verification, transformation, and arbitration. The approaches presented here are com-
plementary. In fact, most of the protection mechanisms of existing mobile code systems
can be understood as a combination of mechanisms from our list.

4.1 Discretion

Guard: Okay, stop right there! This wing has limited access. Show me your
badge.

Intruder: Here it is.

Guard: Oh, Mr. President, please come in. ..

Discretion refers to protection mechanisms that relies on “tokens” of trust to make
security decision. In particular, we refer to the use of various authentication techniques
[101, 60] for establishing trust. Every mobile code unit is associated with some digital
signature(s). Whenever a foreign mobile code unit arrives at a host, its signature is
authenticated, and a (mechanical) process of authorization will translate the result
of authentication into access privileges. In such systems, signature authentication is
assumed to be very efficient. Because of its inherent simplicity and the efficiency of
signature verification, discretion-based protection addresses the challenge of implicit
acquisition very well. As a result, it has been studied as a general protection infras-
tructure [38, 56] and is implemented in many existing mobile code systems (e.g. Java
[58, 47, 46, 48, 7, 49], Telescript [125, 110], Agent Tcl [51], ActiveX [112, 114], etc).

At the heart of the discretion approach is the semantics of the signature. What
a signature means determines the kind of access rights granted. In the following, we
survey issues surrounding the assignment of meaning to a signature.

4.1.1 Multiple Trust Levels

An authorization procedure maps signatures to a space of meaning. The granularity
of control depends on the size of the meaning space. A large meaning space results in
finer-grained control. We illustrate this by the following example.

The ActiveX approach [112, 114] relies solely on authentication to enforce security.
ActiveX controls are native mobile code. An ActiveX control is transported with a
signature that identifies its origin. It is up to the user to decide if the signature is
trusted, and, in cases when the foreign control is trusted, it will be granted full access
to the host.

Authentication technologies, both cryptographic and non-cryptographic [101, 60],
are well established. In addition to its inherent simplicity, the ActiveX approach results
in minimal interference and allows execution units to have maximal capability. This
represents a property of nearly all discretion-based protection mechanisms: signature
checking reduces the need for run-time or link-time interference.

The ActiveX approach grants trusted code with unlimited access to the entire host
environment. This represents an “all-or-nothing” model of security. In many cases,
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this inflexibility is absolutely unacceptable. For example, we might want to grant
an execution unit rights to read local files as long as it is forbidden to open socket
connection to remote sites (and thus disclose contents of our local files). Therefore,
when we talk about security, there are actually different levels of trust. Based on
the result of authentication, we might want to grant certain execution units more
capabilities, while granting less to the less trusted execution units. A discretion-based
protection mechanism must provide fine-grained authorization mechanisms.

The need for fine-grained access control is epitomized by the evolution of the sand-
box model in Java [48]. In the 1.0.2 version of the Java Development Kit (JDK), all
code are untrusted unless it is loaded from the local disk. Untrusted code is executed in
a sandbox in which access to most system resources is prohibited. In JDK 1.1, signed
applets are introduced. Applets associated with a trusted signature is given full access
to the system, while the untrusted applets remain in the sandbox. In the coming JDK
1.2, extensive access domain architecture be incorporated to the security infrastruc-
ture, allowing the selective mapping of signatures to collections of permissions. Thus,
one may define “sandboxes” of different access restrictions, and put applets of various
trust levels into appropriate sandboxes.

4.1.2 Denotation of Signatures

A digital signature is an unforgeable token that denotes a security property of the
signed code unit. Three potential denotations can be attached to signatures of mobile
code units.

Identity /Origin Semantics: The signature of a mobile code unit identifies its
author or origin. A computing environment maintains a mapping between known
signatures and their associated rights. This method is a direct translation of the
traditional identity-based authorization scheme found in most operating systems. As
we have discussed in section 3.4.1, schemes as such that are based on knowing the
programs’ owner does not work well in the establishment of anonymous trust.

Authoritative Endorsement Semantics: Signing a mobile code unit means
that the signing party endorses the unit as being “safe”, usually in an informal sense.
In such an approach, some trusted authority will be responsible for certifying mobile
code units. A programmer submits his/her mobile program to the certification author-
ity before the program’s publication. Usually, what it means to be “safe” is defined
informally, if it is properly defined at all. In such approaches, a signature signifies
nothing more than the endorsement of the mobile code unit by a certain party. Such
endorsement has no formal semantics — it cannot be reduced to formally defined secu-
rity properties. The entire notion of endorsement is based on trust. Having Microsoft
endorsing a piece of software does not necessarily imply its being bug-free. Notice,
however, authoritative endorsement is more or less how our consumer economy works
(i.e. brand names and such).

Program-Analytic Semantics: The signature means a formal program-analytic
property like type-safety or program invariants. A signature is attached to the mobile
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code unit only when the corresponding formal property is found in the unit. The
attachment of signature can result from three possibilities:

1. Code is trusted because it is generated by a trusted compiler [94, 78].

2. Code is trusted because it has been properly rewritten by a trusted program
transformer [102].

3. Code is trusted because it has been certified by a trusted program analyzer [35].

A program-analytic semantics may be more reliable than informal endorsement, be-
cause we are now trusting a formally defined, publicly available program certifying
algorithm instead of mere human judgment. Right now, there are not many security
properties that have been formalized into program-analytic terms. Memory safety and
confidentiality are the rare cases that has been formalized (see section 4.2). Works on
the translation of security properties into program-analytic terms will definite further
the feasibility of this approach.

There are two inherent challenges to adopting a program-analytic semantics for
digital signature:

e Suppose a flaw is found in a widely accessible implementation of a program cer-
tifying algorithm, or, say, such an implementation no longer reflects the evolved
security policy. In such cases, we need to be able to revoke the key that generates
the signature.

¢ We need to guarantee that signatures are not forgeable, that is, only the program
certifier we trust may sign mobile code units. This problem is more complicated
than it seems, especially when we are to distribute such trusted program certifiers
the hands of untrusted programmers. How can we be sure that the certifier is not
tampered with?

In section 4.2.4 we will discuss how trusted hardware and key-management schemes
are used to address the above challenges.

4.1.3 Evaluation

¢ Authentication is efficient and fully automatable, and thus addresses the challenge
of implicit acquisition very nicely.

¢ Depending on the denotation of the signature, the discretion approach might or
might not address the challenge of anonymous trust well.

4.2 Verification
Guard: Okay, stop right there! Please go through the metal detector.

Intruder: ...

[Alarm goes off ...]

A firewall [88] is a first degree approximation to the static verification approach.
A firewall is a computer that sits between a local network and the rest of the global
network. It filters packets as they go by, according to various criteria which can be
configured. Packets that appear unsafe are rejected before they can do any harm to
the protected network.
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In the verification approach to mobile code security, security policies are formulated
as program analytic properties. Incoming mobile code units must pass through a
trusted program analyzer before reaching the computation environment. The trusted
program analyzer, usually called a wverifier, filters out potentially unsafe programs.
The execution units that can reach the computation environment are guaranteed to
satisfy certain security properties. Usually, there is no further need for the computation
environment to provide any countermeasure to enforce the checked properties. Because
of this, static verification is an attractive protection mechanism when the program
property of interest is expensive to enforce dynamically (e.g. dynamic type checking).

4.2.1 Verification for Memory Protection

To date, the most successful application of the verification approach is for memory
protection. Here we use three examples for illustration.

Typed Intermediate Language. In the Java language [50], memory protection
is achieved by the use of a safe intermediate language. Java source programs are
compiled into Java Virtual Machine (JVM) bytecode [65]. The bytecode representation
is specially designed to protect execution units from interfering with each other and
from accessing the JVM’s internal state. Firstly, JVM bytecode is strictly typed.
Secondly, it does not allow pointer arithmetic. Therefore, Java bytecode can only
access memory it knows of in a type-safe manner. As a consequence, memory protection
is reduced to type-checking. All untrusted classfiles (Java’s version of a mobile code
unit) must pass through a bytecode type-checker (i.e. the Java bytecode verifier) before
dynamically linked into the JVM. Since the JVM bytecode is unstructured, data-flow
analysis must be used to make sure that the classfile is type-safe. In fact, the data-flow
analysis does not only guarantee type-safety, it also checks for properties like stack®
overflow. Therefore, at run-time, certain kinds of overhead, like run-time type-checking
and stack overflow checking, can be safely avoided.

Proof-Carrying Machine Code. Type systems can capture only certain kinds
of security properties, and occasionally requires a safe (intermediate) language. To
enforce memory safety in a less structured language (e.g. native code), and to provide
more expressive means for formulating safety properties, Hoare logic [27] can be used.
Hoare logic is an axiomatic system for proving program correctness. Safety properties
can be encoded as precondition/postcondition pairs, while verification reduces to the
establishment of the postcondition given the validity of the preconditions.

In their work on proof-carrying code®, Necula and Lee uses Hoare logic to establish
the memory safety of operating system kernel extensions [77] and native code ML
library routines [76]. In the following, we use the example from their kernel extension
work [77] to illustrate their approach.

5The stack we mention here is a evaluation stack local to a call frame, and is used for expression evaluation.

6To us the contribution of Necula and Lee’s work is twofolded. One is the demonstration of the feasibility
of using Hoare logic as a practical verification formalism for mobile code security, and the other is the
proposal of proof-carrying code as a verification protocol. For now, we are not concerned with the latter
idea. We will return to that when we explore the design space of verification protocol (section 4.2.4)
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Suppose a kernel maintains a table of descriptors. Each entry of the table is com-
posed of two words: the first one is a tag specifying if the second data word is modifi-
able. The kernel allows users to install their application-specific accessing functions for
the table entries. These accessing functions are passed pointers to a table entry when
called. The functions must obey the following constraints:

[C1 ] The user must not access table entries other than the one passed as argument.
[C2 ] The tag word is read only.
[C3 ] The data word is writable if and only if the tag is non-zero.

[C4 ] Privileged registers must not be modified (remember that the access functions
are called by the kernel and thus are run in kernel mode).

The verification of the above policy is performed in the following steps:

1. The operational semantics of the underlying instruction set is formalized into
proof rules.

2. The policy is encoded as precondition and postcondition.

3. The code for the accessing function is translated into an array of predicates de-
scribing the effect of executing the code.

4. The conjunction of the precondition, postcondition, and the predicates in the last
step forms a wverification condition.

5. The proof that the verification condition follows from the proof rules in step 1 is
attached to the code unit.

6. Any party who would be interested in executing the code unit must check if the
attached proof correctly establishes the verification condition.

Proving the memory protection policies described above turns out to be a very
tractable task, especially for certain low level routines (e.g. network packet filers) in
which no looping is involved. Though some of the above constraints can be readily
enforced by type systems in an abstract intermediate language (e.g. Java bytecode),
Hoare logic offers flexibility that allows one to deal directly with native code instead of
using compiled high level language or interpreted bytecode, both introducing consider-
able run-time interference that cannot be tolerated in certain applications’. Moreover,
its ability to deal with constraint C4, in which the modifiability of one field is depen-
dent on the value of another, demonstrates the expressiveness of Hoare logic. This
benefit of expressiveness was demonstrated more fully in a later paper [79], in which
they show how Hoare logic can be used to enforce some form of liveness condition,
resource usage limitation, and data abstraction in an information harvesting agent.

The down side of using a proof system as powerful as Hoare logic is its inherent
undecidability. In Necula and Lee’s experience, the added flexibility may result in
difficulties when dealing with looping programs [77]. In those cases, they might have
to generate a proof by hand. To deal with this, they have recently experimented with
automatically generating loop invariants by a certifying compiler [78]. In particular,
they start with a small type-safe source language, and build a compiler that generates

7Tt is observable that PCC has significant performance advantages over its competitors like software-based
fault isolation (section 4.3).
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machine code annotated with typing specification and loop invariants in the mist of
aggressive compiler optimization (e.g. array-bound checking elimination). For simple
memory- and type- safety properties, the above approach effectively automates the
generation of loop invariants. Yet, for the general case, manual intervention cannot be
avoided without the use of some domain-specific language [79, Section 9]. This need
for human assisted proof generation necessitates the use of proof-carrying code, which
we will describe in section 4.2.4.

Typed Assembly Language While Java has to resort to an intermediate lan-
guage in order to carry type information, and while Necula and Lee have to resort to a
highly expressive logical proof to capture similar kind of information for machine code,
Morrisett et al [74, 75, 73, 44] recently demonstrate that type checking can actually be
performed on a an assembly language. In particular, they proposed a typed assembly
language (TAL) [75] which carries the type information of a rich, functional source
language (a call-by-value variant of System F', the polymorphic A-calculus augmented
with products and recursion on terms). The significance of their work is threefold.
Firstly, their work demonstrates that type safety can be achieved without using an
abstract intermediate language, which inevitably reduces run-time performance. The
typed assembly code can be type-checked all by itself without the availability of the
source program. Secondly, the typing construct imposes almost no restrictions on op-
timization. This makes the safety of the program independent of the compiler that
generates the code. Thirdly, they present a type-preserving, effective procedure that
translate the source language to TAL. This contrast with the work of Necula and Lee
[77], in which incompleteness is resulted due to the use of a more powerful verification
system.
The discussion in this section brings out the following design principle:

Typing as Memory Protection: Memory protection can be captured as
type systems[100, 14]; static type-checking can then be used to screen
out unsafe mobile code units, thus avoiding run-time checks.

One may see Java bytecode as a portable intermediate representation which allows type
annotation to be attached for the sake of enforcing memory protection statically. Proof-
carrying code, when applied solely to memory protection, captures typing information
for a target language using a very expressive logic, thereby providing static typing
without using an interpretive intermediate language. Finally, TAL demonstrates that
static typing can actually be performed in a target language without the use of an
overly expressive formalism.

4.2.2 Verification for Confidentiality

Program-analytic approaches to the enforcement of confidentiality have received a lot of
attention, and are relatively well-understood. Building on Bell and La Padula’s security
model [9], the work of Dorothy Denning [31, 33, 32] has laid the foundation for the
study of secure information flow analysis. Developments have been constantly reported
[6, 71,70, 72,8, 1, 53]. In particular, the work of Volpano et al [120, 118, 117, 106, 119]
on using a type system to capture information flow has recently attracted considerable
attention from the mobile code community. In this section, we will give a brief survey
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of Denning’s lattice model of information flow, and the basic idea of Volpano et al’s
type system.

In the US military’s multilevel security model, documents are classified into a finite
set of sensitivity levels such as wunclassified, restricted, confidential, secret, and top
secret. All personnel is granted a single clearance level. Clearance indicate the level of
trust that is granted. Personnel with clearance secret may access all documents except
those classified as top secret. The Bell-LaPadula model and its later generalization by
Denning is a formalization of the above concepts. A security system is composed of
a set S of subjects and a disjoint set O of objects. Each subject s € 5 is associated
with a fixed security class C(s), denoting its clearance. Likewise, each object o € O
is associated with a fixed security class C'(0), denoting its classification level. The
security classes are partially ordered by a relation <, and < forms a lattice®. To avoid
subjects with low clearance accessing sensitive data, we need the following property:

Simple Security Property. A subject s may have read access to an ob-

ject o only if C'(0) < C(s).

To avoid subjects with high clearance to release sensitive data to low-clearance subjects,
we need the following property:

*_Property. A subject s who has read access to an object 0 may have write
access to an object p only if C'(0) < C(p).

In summary, a subject may only read objects with classification level no higher than
its clearance, but may only write to objects with classification level no lower than its
clearance. Information is always unidirectionally flowing from low classification source
to high classification destination.

In the context of mobile programs, one may want to control the flow of information
among variables and routines. For example, one may want to protect the content of a
private variable from leaking into globally accessible data area, or from flowing into a
routine that writes to a socket. To illustrate this, let us define a very simple procedural
language:

z|nlete|e=€|e < €

(expressions) e ::
(commands) c:= e = € |¢;c’ | if e then c else ¢’ |

while e do ¢ | letvar z := e in ¢

Suppose we have two variables H and L, so that H contains some classified data and
L is globally accessible. Information about the value stored in H can flow into L in at
least two ways. Firstly, information flow may be explicit:

X:=H+4+0; L:=X;
Secondly, information flow from H to L may also be implicit. Conditional statements
may convert information into control flow.
if H > 0 then
L:=1;
else

8 A partial ordering is a relation which is transitive and antisymmetric. A lattice is a partial ordering in
which every pair of elements possess an upper bound and a lower bound. Consult Davey and Priestley [29]
for more information.
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L = 0;
end if

Likewise, looping constructs can implement counting effectively.
L:=0;
while H > 0 do
H:=H - 1;
L=L+1;

end while

Information flow analysis attempts to statically uncover these kinds of information
leakage. As noted by Podgurski and Clarke [89], information flow analysis is a kind of
dependence analysis [41]. In the following, we use a type system to capture program
dependence.

To deal with explicit information flow, each expression is associated with a secure
flow type, which represents the classification level of the data item. The lattice struc-
ture of the classification levels induces a natural subtyping relationship among the
secure flow types: if type 7 represents a classification level as high as that of type 7/
then 7 > 7/. An expression involving operands with distinct security types receives the
least upper bound of the operands’ types as its type. For example, if ¢ and e’ have
security types 7 and 7’ respectively, and that 7 < 7/, then e + €’ can be assigned secu-
rity type 7/. Each variable also has a type 7 var, indicating that it holds contents with
type no higher than 7. Explicit leaking is then prevented by requiring that assignment
of the form X := a is well-typed only if X has type 7 var and @ has type no higher
than 7. To formally express this, we allow expression type 7 to be coerced to any type
7' if 7 < 7/, and then require that X := a is well-typed if and only if X has type 7
var and a has type 7. With this arrangement, the above example code that explicitly
leaks information will not be well-typed.

To handle implicit information flow, every command is associated with a type 7
com. Intuitively, a command has type 7 com if every variable that is being assigned in
the command has type 7" var where 7 < 7/. That is, 7 is a lower bound for the security
levels of the variables being assigned in the command. The idea is that if a conditional
or iterative construct involves a condition expression of type 7 then commands in the
body should not assign to variables with security levels lower than 7. To make this
work, we need two more subtyping rules. For the variables, 7 var < 7’ var if and only
if 7 < 7'/, For the commands, the opposite must hold: 7 com < 7’ com if and only if
7/ < 7. Again, expressions can be freely coerced to their supertypes. The following
type rules are then defined:

e An assignment statement of the form X := a has type 7 com if X has type 7 var
and a has type 7.

e A sequential composition of the form c;¢’ has type 7 com if both ¢ and ¢’ have
type 7 com.

e A conditional statement of the form if e then c else ¢’ has type 7 com if e has
type 7 while ¢ and ¢’ have type 7 com.

e An iterative statement of the form while e do ¢ has type 7 com if e has type 7
while ¢ has type 7 com.
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Volpano et al prove that a type system like the above satisfies variants of the simple
security property and the *-property [120]. They also extend their type system to
account for covert flow [117], procedures [118], and concurrency [106]. A covert channel
is a mechanism which which is not intended for communication but, nevertheless,
may leak information. A good example is that a thread T may be constructed to
conditionally enter an infinite loop depending on the value of a classified variable. Now
another spying thread S may then time the execution of thread T, thereby obtaining
information about the classified variable without exchanging data with 7. To deal with
procedures, they use a constrained type to capture the condition on which the procedure
may be executed securely. Instead of a fixed type, a principal type containing subtype
inequalities is computed. They have also studied the impact of various scheduling
assumptions on the soundness of secure flow types in the presence of concurrency. It is
shown that the original type system in [106] has to be properly restricted in order for
soundness to be preserved (e.g. by restricting the kind of condition that can appear in
a conditional or iterative statement).

Information flow analysis is a very difficult problem. In a simple sequential lan-
guage in which there is no malicious third-party observer, information flow analysis
as described in this section is fully adequate. However, in a context typical to mobile
programs, neither the sequential assumption nor the closed-world assumption hold. In
order to deal with the complication of covert channels and malicious observers, analysis
like the above quickly becomes overly conservative to be useful. Recent development in
this area attempts to provide a more accurate analysis. Heintze and Riecke [53] propose
a typed A-calculus, SLam calculus, with a type system that combines both secure in-
formation flow analysis with trust analysis (see below). They achieved a finer-grained
analysis than previous approaches by representing implicit and explicit information
flow separately.

4.2.3 Verification for Integrity

Although confidentiality has been a relatively well-understood security need, less atten-
tion has been given to data and system integrity. In fact, there has been no consensus
definition for integrity [99, 67].

The earliest proposed integrity model is that of Biba [12]. It is more or less a direct
translations of Bell-LaPadula’s lattice model to the domain of integrity. In particu-
lar, one wants to avoid untrusted data from flowing into trusted output. To enforce
this, the output of an operation involving both trusted and untrusted parameters must
be regarded as untrusted. Level of trust is modeled by a lattice of integrity labels.
Information can only flow unidirectionally from high integrity source to low integrity
destination. The requirement is formalized as a simple integrity property and an in-
tegrity *-property, analogous to their counterparts in the Bell-LaPadua model, of which
Biba’s integrity model is simply a dual.

Implementing the above idea, @rbaek [81] defines an instrumented semantics to
capture information flow in a small imperative language. The language offers con-
structors for trusted data and untrusted data. In the instrumented semantics, values
are tagged with a flag indicating their trust levels. The trust levels of values reduce
as they are combined with values of lower trust levels. Orbaek defines a tractable,
abstract interpretation of the language that guarantees safety. He also proposes a con-
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straint generation mechanism that builds a partial ordering of the variables appearing
in a program. A solution to the constraint system assigns appropriate trust levels to
the variables. The constraint-based analysis allows program modules to be analyzed
separately. He later extends trust analysis to a higher-order A-calculus [85, 82].

Since the inversion of a lattice is still a lattice, a protection mechanism that can en-
force confidentiality in Bell-LaPadula’s sense can also enforce integrity in Biba’s sense.
Since the product of two lattices is also a lattice, no new mechanism is needed even if
one is to enforce both the Bell-LaPadula and the Biba models. Based on the above ob-
servations, Sandhu [99] has rightly concluded that only a restricted aspect of integrity
is captured by directional control of information flow, and that this restricted aspect
has already been captured in the Bell-LaPadula model. Many have observed that the
security requirements of commercial applications and some emerging military applica-
tions, which are more concerned with integrity than confidentiality, is very different
from the security requirements of traditional military applications, in which confiden-
tiality dominates [25, 67]. Compared to confidentiality, integrity is a less well-defined
notion. It is difficult to formally differentiate a legitimate data modification from a ma-
licious attack. Teleological knowledge about the application domain has to come into
the picture. Dealing with this gap, the Well-formed Transaction model of integrity has
been proposed by Clark and Wilson in 1987 [25]. It is an interesting research direction
to see if Clark and Wilson’s model can be translated to program-analytic terms, and
then applied to integrity enforcement in mobile code systems.

4.2.4 Verification Protocol

The verification approach requires only that security properties of the mobile code
units are checked prior to their execution. It does not specify how the various parties
involved in the verification process are to be orchestrated. In the following, we will see
that the design space within the verification approach is in fact much wider than we bet
on earlier. We use the term wverification protocols to refer to schemes that specify how
various concerned parties cooperate to carry out a verification procedure. A typical
verification system consists of four parties (see figure 3):

Producer: The party who generates the mobile code unit.

Prover: The party who takes a mobile code unit, and generates a proof that the code
satisfies a predefined set of security properties.

Checker: The party who takes a mobile code unit and the proof generated by the
prover, and translates it into a decision of whether execution/linking is authorized.

Consumer: The party who takes the mobile code unit and an authorization of exe-
cution, and executes the code.

A verification protocol specifies where the above participants are located, and how
they orchestrate the verification process. We shall overview four verification protocols:

28



' Code ' : Code Code
Producer 3 Prover Checker Authorization Consumer

Internet

Figure 4: The Proof-on-Demand Protocol

proof-on-demand, proof-carrying code, proof delegation, and proof linking.

Proof-on-Demand. The proof-on-demand protocol is exemplified in the Java mo-
bile code system. Both the prover and the checker are on the host that execute the
mobile code unit (see figure 4). Whenever an untrusted classfile is to be linked into
the JVM, the bytecode verifier will be invoked on-the-fly to prove that the classfile
is structurally intact and type-safe [65]. Since the JVM assumes both the prover and
consumer role, there is no need to generate the proof explicitly, and thus proof checking
reduces to the simple authorization of execution if verification succeeds.

Performing verification in the computing environment has the key advantage that
it allows run-time code generation. Execution units may dynamically generate code
that will be linked in on-the-fly. Having the verifier built inside the dynamic linker
allows such dynamically generated code to be verified properly.

However, the proof-on-demand protocol has several drawbacks:

1. Compared to authentication-based approaches, proof-on-demand introduces extra
link-time overhead to the computing environment. For example, in the case of
Java, verification could involve complicated data-flow analysis, which introduces

observable slow down to the dynamic linking process®.

2. There is a close coupling between the verifier and the computing environment.
Such close coupling introduces two software engineering problems:

(a) When a bug is found in the verifier, as frequently happened in various in-
dustrial strength Java-enabled web browsers'?, one has to replace the entire
computing environment (e.g. browser). This is usually difficult to guarantee
because there are in an order of 107 browser users out there, and it is difficult
to guarantee that they are all updated!®.

(b) If the architecture of the computing environment is not well articulated,
there will be many dependencies among the loader, linker, and verifier. Con-
sequently, building a correct verifier is made more difficult.

9McGraw and Felten [68, p 110] observe that the slow down could be as unbearable as a denial-of-service

attack.
10Consult [30, 68, 57, 115, 113] for a shamefully endless list of bugs found in various web browsers.

1'When is the last time you upgrade your browser? Is your browser the most up-to-date version?
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Proof-Carrying Code. In the proof-carrying code (PCC) protocol [77, 76], the
verifier is located at the producer side of the internet (see figure 5). Verification goes
in the following steps:

1. The consumer publicizes a safety policy in the form of some program-analytic
properties. The properties should be specified in a way so that a proof that the
properties are present in a program can be formally expressed and mechanically
verified.

2. If a producer of code wants to ship code to the consumer, it must first acquire
the safety policy.

3. On behalf of the producer, a prover then produce, manually or mechanically, a
proof that the code to be shipped satisfies the consumer’s safety policy.

4. The proof is then attached to the code when it is shipped.

5. When the code and the proof arrive at the consumer side, a mechanical proof
checker will determine if the proof establishes the safety of the code. If so, it
authorizes execution.

6. The consumer executes the code.

The idea of proof-carrying code is based on the intuition that proof-checking is much
easier than proof-generation. Firstly, since the safety of the mobile code unit is proven
on the producer side instead of being repeated every time the code is loaded into the
computing environment (as in the case of Java), the protocol effectively reduces link-
time interference. Secondly, transferring the “burden of proof” to the code producer
allows one to consider more expressive safety policy. The consumer does not have
to worry that verifying such policy will introduce unbearable performance overhead
to linking, for only proof checking is involved. With this setup, even manual proof
generation is affordable assuming standardized policies for consumers. The resource
the producer put into generating a safety proof for the code will be amortized over
multiple use of the code.

A potential problem of proof-carrying code has to be mentioned. In the worst case,
the size of the proof may be exponential to the size of the program [77, 79]. This creates
a problem for the transportation and checking of the generated proof. However, Necula
and Lee observe that such “proof bloat” is a rare case.

Recent development of the idea of PCC includes Rose and Rose’s work on lightweight
bytecode verification [93] and Morrisett et al’s work on typed assembly language [75].
The common theme is to avoid the full expressiveness of proof-carrying code, while
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concentrating on a specific program analysis problem (e.g. type checking), in which
small certificates can be generated mechanically by a certifying compiler. In general,
a research direction is to understand how results of various specific static analyses can
be captured as certificates, so that:

1. The consumer of a piece of untrusted code can bypass the static analysis partially
or entirely. The certificate witnesses to program properties the original analysis
attempts to uncover.

2. The time spent spent to check the integrity of a certificate is significantly smaller
than that of performing the analysis.

3. The certificate should be small in comparison with the size of the program it
describes.
12

Proof Delegation. Proof delegation'? [36, 35] is motivated by a number of security

and software engineering concerns, including the following;:

1. Performance: Verification, be it proof generation or proof checking, introduce
9 9
performance degradation. Can we remove either or even both from the consumer’s
burden?

2. Disclosure: Most of the verification protocol involves the use of a high level
(intermediate) language (proof-on-demand) or the attachment of program anno-
tation (proof-carrying code). Such representation discloses intellectual properties
that the producer might consider proprietary!s.

3. Configuration Management: In all verification protocols, a verifier of some
sort is involved. The implementation of such program verifier is usually com-
plicated, and bugs are found in commercial implementations (see footnote 10).
When verifier bugs are found, how easy is it to distribute the upgrades? Al-
ternatively, how can customers be protected from using “outdated” computing
environment with known security vulnerabilities?

The proof delegation protocol consists of three components (see figure 6):

1. Trusted Hardware: Beside publicizing the theorem to be proven, the consumer
also pass to the producer a trusted proof generator and a proof checker. The target
theorem, the proof generator, and the proof checker are all installed into some

12The term “proof delegation” was not coined in the original papers. We coin the term simply because it
reflects accurately where the approach lies within the wide spectrum of verification protocols.
131t is well known that Java bytecode can be decompiled readily [69].
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trusted coprocessor, and the entire package is handed to the producer. Trusted
coprocessors are usually realized in the form of hardware extensions to consumer
equipment, for example, as PCI cards [55] or PCMCIA cards [107, 24]. They
contain a secret key, which is physically protected from tampering'*. When a
code producer wishes to distribute a mobile program, he submit the code to the
trusted coprocessor. The embedded verification software in the trusted hardware
checks if the code is safe, and then attaches a digital signature to the code using
the secret key in the trusted coprocessor. The producer can then distribute the
properly signed code.

2. Authentication-enabled Computing Environment: A computing environ-
ment that has authentication capability will then be able to check if a mobile
code unit has been endorsed by a trusted coprocessor. If so, no link-time check
will be necessary.

3. Key Management Infrastructure: When faults are found in an implemen-
tation of the verification algorithms, the key associated to the implementation
can be revoked automatically by well-known key revocation techniques. From
then on, mobile code units signed by the expired key (corresponding to the faulty
implementation) will have to be re-certified. Browser owners have no need to
upgrade their browsers.

In effect, the verification effort is delegated to a trusted program analyzer. Firstly,
on the customer’s side, proof generation and proof checking is replaced by efficient sig-
nature checking, thereby reducing performance penalty. Secondly, no program analytic
annotation is needed for the authorization of execution, thereby avoiding disclosure of
intellectual property. Thirdly, when a verifier implementation is found to be faulty and
its corresponding key revoked, there is no need to force all the users of computing en-
vironment (e.g. browsers) to upgrade their software. Only the mobile code producers
are affect. This is much more manageable, for the number of producers is significantly
smaller than the number of consumers. Moreover, mobile program developers have an
obvious motivation for actively updating their certifying hardware. This arrangement
elegantly addresses the configuration management need of keeping verifiers up-to-date.

The use of trusted hardware establishes a physically secure binding between a sig-
nature and a well-defined, program analytic semantics (section 4.1.2). Such binding
makes the distribution of trusted program certifier possible. Without such binding, a
malicious programmer may tamper with a trusted certifier, generating signed mobile
code units that are in fact faulty. But now the trusted certifier is protected by the
trusted hardware, and such tampering will not be possible.

Proof Linking. Fong and Cameron [42] propose a verification protocol, proof link-
ing, that enables separate verification in the presence of lazy, dynamic linking. The
goal is to have modules in a mobile program verified separately, probably using differ-
ent verification protocols, and then the results of verification combined safely at the
execution site. To verify a module, information about other module may be needed
due to inter-modular dependencies. However, such information may not be available

14 Attempting to physically tamper with the hardware and the firmware will trigger protection mechanisms
that erase the secret key on board.
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due to various reasons. Designed to address this, the proof linking protocol organizes
verification into two stages:

1. Modular verification: Each module is verified separately. Since the prover is
not allowed to base its analysis of one module on the information found in other
module, it performs partial verification. In particular, it defers the validation of
dependency information by proving commitments that are predicated by proof
obligations:

(a) At any point the prover requires information from another module, it formu-
lates a proof obligation that captures properties assumed to be true in the
other module.

(b) With the assumption of proof obligations, the prover will be able to establish
certain properties. These properties are then asserted as commitments, which
can later be used to discharge proof obligations of other modules.

At link-time, when a module is loaded and verified using some verification pro-
tocol, the obligations and commitments are exported as the result of verification.
The resulting commitments are then asserted into a global deductive database,
while the obligations are registered to be the guards of the module symbols they
are protecting.

2. Proof linking: When a module symbol is to be resolved, its guarding obligations
are looked up. The obligations are submitted to the commitment database as
queries to be satisfied. If the obligations can be satisfied, then the symbol is
successfully resolved; otherwise, proof linking fails, and the request of resolution
is denied.

As a result of this set-up, when loading, verification, and linking happens asyn-
chronously in the computing environment according to some predefined partial or-
dering, we have an incremental verification procedure. In order for this verification
procedure to function properly, the proof linking protocol must satisfy several cor-
rectness conditions, namely, safety, monotonicity, and completeness. In their paper,
Fong and Cameron formally defines these properties, and use them to establish the
correctness of a proof linking version of Java bytecode verification.

Separate verification turns out to be vital to the adoption of such verification proto-
cols as proof delegation [35], in which the verifier embedded in the trusted coprocessor
can only access Java classfiles one at a time. More than that, separate verification offers
interoperability among the three verification protocols we have mentioned. As we have
seen, each verification protocol we presented above is useful on its own right: code-
on-demand for dynamic code generation, proof-carrying code for extremely-hard-to-
produce proofs, and proof-delegation for efficient, distributed, mechanical verification.
With proof linking, one is then able to support all three in a computing environment.
Since proof linking only depends on the correctness of proof obligations and commit-
ments, the process that generates them can be any verification protocol.

Separate verification also results in a more maintainable computing environment.
Existing Java verifier implementations lacks modularity. Because the verification of one
classfile might require information of another classfile, the verifier might recursively
invoke the loader to bring in the latter classfile. And to make sure that the newly
downloaded classfile is providing correct information, some of the verification code
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is located in the loader!®.

It is well-known in the program understanding literature
that interleaving and delocalized program plans lead to programs that are difficult to
comprehend [95, 64]. The proof linking architecture, when imposed on the Java verifier,
gives modularity to its implementation by eliminating interleaving and delocalization,
thus making it easier to maintain and to validate.

“passes” . Type-checking code is therefore spread all over the run-time system. It
is well known in program understanding literature that interleaving and delocalized
plans lead to programs that are difficult to comprehend [95, 64]. The proof linking
architecture, when imposed on Java verification, reduces interleaving and delocalization

in the Java verifier, making it easier to be maintained and validated.

4.2.5 Evaluation

e Since safety properties to be statically verified are program analytic, they do not
depend upon knowledge of the execution units’ origin, thereby addressing the
challenge of anonymous trust very well.

e Since the computation environment has no need to re-establish the checked prop-
erties, run-time performance could increase drastically when equivalent dynamic
checks are expensive. However, the checking of static properties could itself in-
volves a very high cost. Depending on the exact verification protocol being used,
some of the cost might be incurred at link-time.

e Static analysis is inherently limited. There are properties that cannot be verified
statically, and there are others that do not allow efficient verification.

4.3 Transformation

Guard: Okay, stop right there! Please go through the metal detector.
Intruder: ...

[Alarm goes off...]

Guard: Leave your Swiss Army knife here. I’ll give it back to you when you
leave this building.

A mobile code representation that is good for transportation (e.g. portable to many
platforms) may not be tailored for execution. In many mobile code systems, mobile
code units are transported in the form of virtual machine bytecode, and then, upon
arrival to a host, the bytecode is transformed into native code for efficient execution.
Such just-in-time (JIT) compilation is now a core feature of mobile code systems like
Java [127], Omniware [66], and Juice [43]. Yet, dynamic code generation can also
be seen as a means to protection. Mobile code units are expressed in a high level
representation (e.g. a type safe intermediate language as in Java) in which unsafe
behavior cannot be expressed. Upon arrival at the host, the code units are translated
into a format which is directly executable on the host machine. Since code generation
is performed by a trusted compiler on the host, and since unsafe behavior cannot be
expressed in the source code, the generated code can be considered safe.

15This corresponds to the first pass of bytecode verification [65].
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In similar vein, transformation can be used to tailor untrusted code into a more
secure form. In contrast to dynamic code generation, unsafe behavior can be expressed
in the migrated code. Yet, upon arrival at the host, the code unit is statically analyzed,
and extra protection code is injected at program points where security cannot be
guaranteed.

4.3.1 Transformation for Memory Protection

In as early as the 1970’s, code rewriting has been applied to memory protection within
a single address space [34]. Recently, the Omniware mobile code system [66] uses trans-
formation to implement memory protection for untrusted mobile code units. Omni-
ware mobile code units are transported as bytecode for the Omniware Virtual Machine
(OmniVM) [5]. OmniVM is designed to resemble a RISC architecture, thus allowing
efficient performance, simple implementation, and retargetability. OmniVM divides its
address space into segments. In order to ensure that execution units access only those
segments they are authorized to, Software-based Fault Isolation (SFI) is used [121].
The basic idea of SFI is to rewrite untrusted mobile code units into versions containing
no access to unauthorized segments. Each memory address is divided into two parts,
namely, a segment identifier and an offset within the segment. Two possible rewriting
rules can be formulated:

1. Segment Matching: For every memory reference, guarding code is inserted
before the instruction that initiate the reference. The inserted code dynamically
checks if the segment referred to is the same as the one the reference is located
in. If it is not, then a memory fault is raised.

2. Sandboxing: For every memory reference, the segment identifier of the target
address is dynamically replaced by the identifier of the segment the reference is
located in.

The systematic application of either rule to every memory reference in a program
guarantees that no interference would occur among disjoint segments.

Experience indicates that observable run-time overhead is caused by this approach
because additional code is introduced by the transformation. Despite this overhead,
native code that is instrumented this way can run at speeds comparable to the original
code [121], although not as efficiently as a proof-carrying code version [77, 79].

In extensible operating systems VINO [102] and Exokernel [37], users are allowed
to dynamically download untrusted extension code into the kernel’s address space to
modify the behavior of the operating systems. To avoid corruption of the kernel ad-
dress space, untrusted extension code units are subject to SFI transformation before
downloading.

4.3.2 Transformation for Access Control

So far, the mobile code community has only explored the use of the transformation
approach to the enforcement of memory protection. An interesting research question
is how transformation might be used to establish higher-level access control.
Although their work does not elicit the full potential of the transformation approach,
that is, rewriting unsafe programs to safe ones, Wallach and Felten [123] propose a
transformation that addresses security issues in the context of access control in Java.
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Access control can be performed in Java by run-time stack inspection (section 4.4.3).
The Java API provides routines for traversing and examining the run-time stack [122].
Privileged service routines can utilize stack inspection to identify its callers in the call
chain, and thus decide if access is granted. A caller may explicitly grant rights to a
callee by appropriately annotating the current stack frame.

Wallach and Felten propose a transformation that rewrites Java code into what
they call the security-passing style. All stack inspection operations are eliminated. In
replacement, methods are provided with an extra parameter that encapsulates all the
access control information inherited from the caller. All stack annotation operations
are rewritten as operations on this extra parameter. When the transformation is sys-
tematically applied to Java bytecode before they are linked into the JVM, one will be
able to execute Java programs written in stack-inspection style in a pure JVM with-
out stack-inspection facilities. This is appealing because we can now express stack-
inspection-based access control within the existing semantics of Java, and can thus
avoid increasing the complexity of the JVM.

4.3.3 Evaluation

e The transformation approach shares many similar advantages with the verifier
approach, including coping with anonymity. In addition, it is plausible that many
of the verification protocols can be applied in the transformation approach. For
example, rewriting may occur at a remote site, with the rewritten code bearing the
signature of a trusted transformer, thereby utilizing the proof delegation protocol.

e Theoretically, transformation can be used to enforce other dynamic properties.
Static analyses are usually very conservative. Many of the safety properties that
one would like to check for are dynamic in nature. It is conceivable that many mo-
bile code units rejected by certain static analyses can be “made” safe by injection
of protection code.

e The transformation approach may introduce unnecessary run-time overhead.

e Transformation hinders code sharing within a computing environment. For ex-
ample, two different transformations may need to be applied to the same piece
of code in order to satisfy the distinct security needs of two different execution
units. Consequently, two rewrites may have to be generated, one for each execu-
tion unit. These can be avoided only when the rewrite is uniform for all execution
units, as in the cases of software-based fault isolation and security-passing style.

4.4 Arbitration

Guard: Sir, this wing has limited access. I can’t let you in. Are you looking
for anyone in particular?

Intruder: Yes, I’'m looking for Mr. Cameron.
Guard: Please wait here. I'll find him for you.

Another way to protect a host is to protect it completely from “direct” contact
with untrusted execution units. Whenever an untrusted execution unit requests the
execution of an operation, a trusted party, the arbitrator, is called in to carry out

36



the operation for the execution unit. By restricting the kind of operations visible to
the execution unit, and by examining the client’s run-time state, the arbitrator can
carefully block out unsafe operations. The cost of such flexibility is usually run-time
performance penalty.

Arbitration can be used to enforce both memory protection and access control.
An abstract interpreter is often used to enforce memory protection. Interposition is
frequently used for enforcing access control. We will examine each of them in turn.

4.4.1 Memory Protection by Abstract Interpreter

Using an abstract interpreter has been a very popular way of implementing safe and
portable computation. Mobile code languages like Java [50], Safe Tcl [84], Scheme48
[91], and Telescript [125], JavaScript [80], all involve the interpretation of some source
or intermediate languages. The interpreter approach can achieve memory protection
in two ways:

1. Restricting expressiveness: A safe intermediate representation can be defined
for mobile code units. Due to language restrictions, certain unsafe operations can-
not be expressed, while others can be statically checked for. Take the JVM byte-
code representation [65] as example. Privileged native instructions cannot be ex-
pressed; there is no pointer arithmetic; the language is strictly typed; interactions
with the host’s resources are performed through public application programming
interface (API) [17]. As a result, memory interference can be avoided.

2. Dynamic checking: The execution unit interacts with the host’s CPU only
through the arbitration of the interpreter. Consequently, the interpreter can
screen out all potentially dangerous moves by run-time checking. For example,
the JVM checks against null pointer dereferencing, out-of-bound array access,
and illegal type-cast [65].

4.4.2 Evaluation of Abstract Interpretator

e With interpretation, the host is completely isolated from the execution unit,
thereby realizing the principle of complete mediation (section 3.2.1).

o The complete redefinition of the underlying computing model offers the flexibility
of raising the level of abstraction and introducing run-time security checks. With a
more abstract representation, mobile code units are easier to verify, both statically
and dynamically.

e Program representation is not dependent on the computing platform of the host,
making mobile code programs more easily portable among heterogeneous plat-
forms.

e Interpretation is usually a major bottleneck for performance. The extra level of
indirection introduces significant interference. Languages like Java, Omniware,
and Juice now offer JIT compilation [127, 66, 43] as a means for speeding things
up.

o It is interesting to know if, by appropriately restricting the expressiveness of an
interpreted language, one may enforce higher level security concerns other than
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memory protection. For example, in PLAN, a functional, active packet language
[54], programs are guaranteed to terminate by disallowing recursive function call.

4.4.3 Access Control by Interposition

Interposition is the insertion of trusted arbitration code, usually called a reference mon-
itor [96], between a protected service and the entry point of the service. In a mobile
code system with a mature memory protection mechanism, execution units usually
access host resources via a set interface. All attempts to access the protected resources
must then pass through the interface and are therefore subject to the monitoring of the
trusted arbitration code before reaching the target service. Access control policies may
be programmed into the arbitration code, which can flexibly screen out inappropriate
access to the service. Interposition usually requires no modification to the host’s hard-
ware or operating system. So, it has become a very popular mechanism for the layered
protection of system services. In this section, we will survey several implementations
of interposition.

Janus and Arbitrated System Calls. Janus [45] itself is not a mobile code
system. However, it is an application wrapper designed to protect the host against
untrusted mobile code computing environment. The intuition behind its design is that
an untrusted process cannot do much harm if its access to the underlying operating
system is appropriately restricted. Using the process tracing facilities and the /proc
virtual file system in Solaris, Janus creates a user-level sandbox that monitors all system
calls made by an untrusted process. Since legacy computing environments which have
unreliable protection mechanisms (e.g. an old version of ghostview [16], sh, or a
buggy, Java-enabled web browser) can be executed inside the Janus sandbox, the Janus
monitor can effectively block out unsafe system access initiated by the execution units
running inside the legacy computing environment. Users may even supply their own
policy module to specify which system calls to allow, which one to deny, and for which
a function must be called to determine what to do.

Janus represents a very practical solution to a very practical problem. It does not
require modification to the kernel and the computing environment, and it effectively
protects the host from any unreliable computing environment. However, even dis-
regarding its platform dependent nature, Janus does not satisfactorily addresses the
layered protection problem. Firstly, Janus does not allow the computing environment
to define a different protection domain for each execution unit. Secondly, the kind of
security policy it may express is limited due to its ignorance of the semantics of the
computing environment. For instance, when a JVM is running inside a Janus sand-
box, the policy modules of Janus have no way of figuring out the internal state of the
JVM, and must make their access control decision independent of the JVM’s state.
In general, layered protection is adequately addressed only when introspection is a
built-in feature of the computing environment instead of being a retrofitted patch of
the operating system.
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Java and the Security Manager Java implements interposition by using two
mechanisms — the security manager and stack inspection'®. All access to operating
system services are isolated in the standard Java API [17]. Whenever a service routine
is invoked, the API transfers control to a corresponding monitor method of the global
security manager object. The monitor method will inspect the Java run-time stack to
determine if the call is safe. If the monitor method disallows the access, an exception
will be thrown. Otherwise, control is returned to the service routine, carrying out the
original request. The security authority may override these monitor methods of the
security manager class in order to customize the security policy of the JVM.

The Java security model allows one to define intricate security policies. Stack
inspection allows the security manager to decide with fine control what access will be
granted. The drawbacks of this approach are as follows. Firstly, the security manager
needs to implement complex stack inspection logic to differentiate between accesses
initiated by different execution units. From a software engineering point of view, the
construction and maintenance of this logic is both difficult and prone to error. Secondly,
a procedural definition of security policy is hard to understand. A popular solution
is to implement traditional access control lists in the arbitration code (as in Java
[58, 47, 46, 48, 49] and Agent Tcl [51]). Recently, Netscape has attempted to extend
the Java stack inspection mechanism by providing stack annotation which simplifies
the logic for access right checking [122]. This extended version of stack inspection is
later proven by Wallach and Felten [123] to be equivalent to formal deduction in ABLP
logic [2].

Safe-Tcl and Name Resolution Control Safe-Tcl [84] is a security-aware ex-
tension of the popular Tcl scripting language[83, 124]. Protection is achieved by three
mechanisms — safe interpreters, aliases, and hidden commands. Tcl is a command-
based language, similar to other shell scripting languages. Access to operating system
facilities are provided through a set of commands. Safe-Tcl defines a padded cell secu-
rity model, in which every execution unit is executed in its own interpreter. All system
services are available in a trusted, master interpreter. When an untrusted script is exe-
cuted, it is sandboxed in a separate, untrusted, safe interpreter. A safe interpreter acts
like a separate name space. Privileged commands can be hidden in the safe interpreter,
thus blocking untrusted script from unauthorized access to system resources. Also, to
obtain finer-grained control, a command may be aliased. Specifically, the name of a
privileged command in the safe interpreter may be “overshadowed” by a trusted arbi-
tration routine in the master interpreter. The arbitration routine decides at run-time
if the access is granted. If the access is permitted, it delegates the original call to the
overshadowed command in the master interpreter.

The padded cell model represents the most general form of interposition — name
resolution control. In essence, the name resolution control is composed of two com-
ponent mechanisms. Firstly, granting of capabilities is realized by link-time visibility
control. The notion of a safe interpreter, which is essentially a name space, coincides
with a protection domain. A privileged service can be accessed only if it can be named
in the safe interpreter. The assignment of each script to a separate name space, plus

16Tn [122], Wallach et alrefer to the mechanism as stack introspection. Later on, they call it stack inspection

in [123].
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the possibility of name hiding, allow one to easily tailor a different access policy for
each script. This makes the implementation of security policy a lot more tractable.
Secondly, fine-grained run-time accessibility checks can be programmed into aliased
arbitration routines. Here, accessibility is not controlled by visibility, but instead by
dynamic checking of the possession of rights.

Scheme48 [91] is another early mobile code system that uses name resolution control
as its primary protection mechanism. In Scheme, a procedure is a function closure,
containing a lambda expression and a binding environment. When a procedure is
applied, the only objects that are visible inside the lambda expression are the actual
arguments and the values of the names in the lexical environment. Scheme48 allows
programs to construct arbitrary binding environments, and then execute untrusted
code inside these carefully-crafted environment. During the course of constructing
such environments, privileged procedure names can be made invisible or be redefined
to refer to arbitration routines.

Wallach et al [122] describe a way to implement name resolution control in the
context of Java. In Java, a name space coincides with a classloader. A class name
in one classloader represents a different class than another class with the same name
in a different classloader. The classloader was originally conceived for name space
partitioning so that there will be no name conflict among separate execution units.
Taking advantage of this design, one may create a subclass of the standard classloader
class, in which all requests for name resolution is monitored. As a result, if a privileged
name is to be hidden, the classloader can throw an exception when the name is resolved.
Aliasing can be simulated by resolving the names of privileged classes to arbitration
classes.

The extensible operating system SPIN [11, 104] also models protection domains by
name spaces. All extension code in SPIN is written in the type-safe language Modula-
3. Capabilities are directly modeled as pointers. Therefore, if a name is well-typed
in a code unit, then the resource or service it refers to will be accessible. As such,
typing provides a means of expressing conditional visibility of a symbol. Fine-grained
protection is achieved by allowing users to manipulate name spaces. Name spaces can
be created dynamically, and code units are executed within the confine of that name
space, thus restricting its capabilities. An interesting feature is that name spaces can
be extended by the Combine operation, which creates a union of two name spaces. This
compares with the more flexible name space extension primitive import mentioned in
section 2.3. In general, a system that uses name resolution control for protection needs
ways to construct and extend name spaces.

One potential problem with modeling protection domains using name spaces is
that there is no way of revoking capability. The J-Kernel, proposed by Hawblitzel et
al [52], is a Java security kernel that provides capability revocation mechanism within
a name-space-as-protection-domain framework.

4.4.4 Evaluation of Interposition

¢ Name spaces provide a very clean model for implementing protection domains in
a programming language level. By allowing the creation and extension of name
spaces, the challenge of layered protection is adequately addressed.

e Reference monitors usually introduce run-time overhead to the execution units if
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they are invoked very often.

Perspective

This survey leads to the identification of some future research directions:

1.

Research in the host security of mobile code system should be judged on how well
they address the challenges of anonymous trust, layered protection, and implicit
acquisition.

. The discretion approach can be made more reliable if the semantics of signatures

specify program-analytic constraints and properties. Therefore, formalization of
security policies into program analytic terms is desired.

. Static methods like verification and transformation appear to be an ideal candi-

date for addressing the challenge of anonymous trust. Further development of
such approaches to deal with high level access control policy is desired.

. Although researches on secure information flow control has begun to address

confidentiality issues, development of techniques for using static analysis to deal
with integrity issues is less mature.

. The verification approach introduces many software engineering challenges like

minimization of link-time cost, link-safety, reduced disclosure of intellectual prop-
erties, configuration management, interoperability, modularity of the verification
architecture, and others. Exploration of novel verification protocols to address
such challenges will remain a very important research topic.

Name resolution control is found to be a desirable programming language ana-
logue for protection domain. It offers a very clean abstraction for tackling the
problem of layered protection. Formalization of name resolution control into a
well-understood programming language construct is an interesting line of research.
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