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that increasing attention spans lead to sigaift reductions
in enegy costs with no usevisible increase in laterc

impact on the number of paets sent and recetd by the
mobile deice, the actual peer difference is minimal. This

is because the err consumed simply bydeping the net-
work interface on during the transfer contribs the most to
the fnal enegy cost. In the presence of a high peicirror
rate, havever, current TCP sender implementationgiwe-

act to packt losses, mistaking them for congestion. This
slows dawvn the transfer rate, which increases the amount of
time that the transfer tak and the amount of eggrcon-
sumption by the netark interface.

Simulations shw that for email, our optimizations can
reduce the engy consumption to the minimum possible: the
enegy required to recee messages.ofF web bravsing, fast
sleep-idle transitions alosignificant paver saings with no
impact on usewisible lateng. Even for interfices with
longer sleep-idle transitions, Wever, significant paer sa-
ings can be achied with less aggres& management of the
network interface.

6.1 Recommendationsfor Future Networks
I nterfaces and Protocols

Current generation transport and link«¢ protocols may
need some tuning to minimize thevwpar cost of netwrk
interfaces. Al protocol that leges a mobile receer idle
unnecessarily (such as TGHaclff in the presence of
wireless losses) astes pwer. Even when the protocol is
performing correctlyinefiicient link-layer scheduling may
be the problem; a link layer that allocates 2 Mb on a conten-
tion basis for 10 mobiles causes each of them to consume 10
times as much peer (100 times as much wer total!) as a
base station that uses a TDMA scheme to coordinate- deli
ery of data to receers. Recent wrk has proposed more
intelligent link-layer schemes to handle this problem [10].
The waluable lesson is that natvk interfaces can consume a
significant fraction of the pwer tudget of PIAs, and this
requires smart softare and applications to malsure that
battery lifetime is not needlessly shortened.

Figure10 shaevs the response time as a function of attention

span for the Metricom NI. This illustrates thdesit of a
large sleep->wkeup transition. &r shorter attention spans,
the 5 second delay as the inted is pwered on has a user
visible lateng. For lamger attention spans, hvever, the
lateng to retrieve the web page dominates.

6 Conclusions/Recommendations

Our measurements of RCand Netvork Interface paver and
enegy consumptions skwothat Netvork Interfaces consume
a significant fraction of the total per on a PB.. Additional
measurements for sending and reirej paclets of \arious
sizes indicate that the wer consumed when the intack is
on and idle is virtually identical to the cost of reteg pack-
ets. For some intedces, the cost of sending patkcan be
significant when compared to the cost of being idlat, b
application- and transportyel considerations makthe idle
cost the dominant cost.

Although the choice of transport layer cawvéna significant
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tion. For each usemve dvided time intowork (when at least

1 outstanding connectionas outstanding) arntthink (when

no connections are aed) phases. These post-processed
traces form the input to the simulation.

5.2 Power Saving Strategy

The paver saing strat@y evaluated in this section attempts

to reduce déctive paver consumption during the think time
portions of the traces. &\turn of the netvork interface after

the user has been in a think phase for more than a certain
amount of time (called thattention span). It stays in that
state until the user sends data (in this case, a HTTP request)
from the interéce. It is important, hwever, to distinguish
between lage think times and times where the user has
stopped using the applicationofFour measurements, we
specifed a maximum attention span of 5 minutes, after
which we considered the RPIIo have been turned 6fAny

think times more than 5 minutes wersekeided in the simu-

for the user population and theesage “staleness”, the 1ag |ation. In this vay, we do notdlsely claim engyy saings
between the time the mail message enters the mail spool agfhen the user uld hare simply turned of the dice imme-

the time that the P®discovers that the message has\aati.

Figure6 shavs the aerage engyy consumption as a func-
tion of the attention span.As the attention span increases, t

enegy consumption decreases. Figurehavs the corre-

diately.

Re3 Simulation Setup and Results

The web simulation uses the NI and transportlleneasure-

sponding “staleness”, which increases linearly as a functiopents from Sectio@ and Sectior8 as well as the traces
of the attention span. The results are quite promising; WitQescribed abe.

an approximate staleness ofawninutes, the pmer con-

sumption drops by 20%. This attention span reduces thEN€ outputs of the simulation aredvmetrics of perfor-

enegy consumption to the cost of retrieg the email mes-
sages.

5 Web Access Simulation

mance:

* Average engy cost, in mWseconds, of an HTTP page
retrieval.

® The average latengfor the initiation of a \¥b page access.

In this section, we describe optimizations that can be used to This measures theverage amount of time to complete tistf

reduce engy consumption for &b bravsing applications.
We briefly describe the data trace collection elo

5.1 Trace Collection and Pocessing

We used traces of HTTP tffat UC Berleley as input to a
simulator which gperimented with dferent paver saings
strateies. for each wrkstation, we kpt track of the start

times and transfer sizes for each outstanding HTTP connec-

5

HTTP request of a erk phase (with the assumption thag¢iVv
page accesses are a single html documentfetddy a number
of inline images)

Figure8, Figure9, and Figurd0 shav the simulation results
for the Wavelan and Metricom déces. Figure8 shavs the
enepgy per page as a function of the attention span for the
Wavelan Nls, and Figur® shavs the response time as a
Eunction of attention span.ofF the Wavelan NI, we can see



Power Consumption of Various Transport Protocols(Send/Recv Power Only) Power Consumption of Various Transport Protocols With High Error Rate
T T T T T T T

600 18000

T
UDP, Fixed Size Window -— DP, Fixed Size Window ——
UDP, Uniimited Size Window —~+— TC

TCP &— 16000
TCP With Delayed Acks >— _

P —+—

500 -
14000

200 | 12000 |

10000

300
8000

6000
200

Power Consumption(mW*seconds)
Power Consumption(mW*seconds)

4000 -

100 2000 |

. . . .
0 200000 400000 600000 800000 1e+06
Transfer Size(bytes)

i 1 1 1 1
0 200000 400000 600000 800000 1e+06
Transfer Size(bytes)

Figure 5. The effect of wieless losses on engy con-

Figure 3. Enegy for differ ent transport protocols only sumption

including SendRecv

8000 Power Consumption of Various Transport Protocols(Including Idle time)
‘ ‘ " UbP, Fixed Size Window From our transport-leel measurements, we \mlearned
UDP, Unlimited Size Window —+—

Pz that:

TCl
TCP With Delayed Acks ¥

7000

i ® The dominant engy cost of ag transport protocol is not the
number of paclts sent or recedd hut the amount of time that
1 the transfer tads to complete.

6000
5000

4000 - 1 ® This property means that the egyeicost can increase signif
cantly in the presence of wireless losses, where avegamiust

wer wait for a TCP sender to reger from packt losses.

Power Consumption(mW*seconds)

2000

The results from our transportvld measurements are used
] in the application-spedif experiments of Sectiod and
Section.

1000

. . . .
0 200000 400000 600000 800000 le+06
Transfer Size(bytes)

4 Mail Simulation

In this section, we describe application-spieadiptimiza-
tions that can be used to reduce the gneompositions of

fer time comes into plaBecause the amount of time that the Network interfaces while using electronic mail applications.
receizer waits for packts from the sender to areiis much ~ We start with a brief description of the trace data used for the
larger than the (relately) small amount of time that the €Xperiments.

recever actually sends or resmis packts, the idle cost .

dominates the cost to send or reegiaclets, and the diér- 4.1 Data Collection

ence between the transport protocols is eliminated. We used the user population of the Computer Sciendge Di

sion at UC Berkley to measure mail acfity. The arrval
3.4 The Effect of Error Rate on Enegy times and sizes of mail messages appearing in thisi@ni

Section3.3 shavs thatldle males the greatest contition ~ Mail spool vas collected. This traceas used as a sample
to final enegy cost, and that for Vo error rates, the didrent ~ Workload to the simulations of Sectidr?.

transport protocols bekia similarly Figure5 shavs the . .

effect of a higher error rate on eggrconsumption. In the 4.2 Simulation Setup and Results

presence of a high paekerror rate, the dirence is more | our stratgy for reducing engly consumption, the PD

significant. As shan in [BSAK95], TCP mistaés packt  \akes up periodicallybringing its NI from a sleep to idle
losses for congestion and reduces the transmission ratggte and checks for wemail. Like approaches in [5], [6],
From a paver standpoint, this decreases tiaéue ofB and  and [11], the wailability of nev mail is broadcast periodi-

increases the total ergrcost. A more intelligent scheme ¢a)ly so the PB does not hee actually transmit anpaclets
that does not mistakwireless paalt losses for congestion g check for mail.

would not hae this problem.

Figure 4. Enegy for differ ent transport protocols
including SendRecv and Idle

_ ) We deine theattention span as the amount of time that the
In the folloving sections, we use the results from the transppa waits before waking up and checking for wemail. We
port level simulation to gperiment with application-spef  ran the simulation for attention spans ranging from 60 sec-
policies for reducing engy consumption of netark inter-  gnds (1 minute), to 600 seconds (10 minutes), in 15 second
faces. increments and measured the@ge engy consumption



Power Gonsumption For Various Packet Sizes data packt, | is the instantaneous idlewer, andB is the

T T ereom s o | effective bandwidth of the transte®ur goal is to see o
Meeon e these tvo components of the ergr cost change as the

| choice of transport protocol changes. In all of these simula-

tions, we assume a transfer fromaet source to a mobile

recever.
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We compared four diérent transport layer protocols in
terms of the number of ackwtedgment packts thg gener-

ate, the number of paeks that thg send to the mobile
device, and the amount of time necessary to accomplish the
transfer These were:
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1. TCP Reno: Using this protocol, the recar generates an
acknavledgment for eery data pacdkt sent.
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2. TCP Reno with delayed acknowledgments: Using this pro-

Figure 2. Energy consumption for different packet i
tocol, the receier generates an ackmiedgment for eery other

sizesfor Metricom

data packt.
mately double that of idling for the same amount of time. 3. Reliable UDP, fixed-size window: Instead of depending on
This would imply that sending is much monepensie than acknavledgments forlbw control, this protocol uses rate con-

trol in combination with aiXed size error rea@ry windav of
sizew. We used a winde size of 10. Each windwois acknavl-
edged by the sender with a single selecicknavledgment,

being idle, and netark protocols should minimize the num-
ber of packts sent. As we will see in SectiBnhowvever,
.Other transport-lec| ConSIderathr.]S ke a more Sl.gm?am and ay missing packts in the winde are retransmitted by the
|mpaF:t on the engy ?OSt' In addition, for th_e applications of sender The receier sends onwerage a little more than one
Section4 and Sectiorb, the amount of time that the NI acknaviedgment for eactv paclets.

spends sending short ackviedgments is outweighed by the
time spent receing data packts. We believe that these
applications or similar ones where the R3 retrieving
rather than sending lge amounts of data will be the most
common applications on future RB. The primary diference between these schemes is in the
number of acknwledgments sent by the mobilevitee and

the number of times that a duplicate petokill be recered

1. Receiing paclets only costs slightly more than the idle cost. by the sender

4. Reliable UDP, unlimited window: This is a special case of
the ab@e UDP scheme when thiewis control windav is equal
to the number of paeits sent.

From these measurements we may conclude that:

2. Sending paak costs more than reeaig and can be sigmif

cant when compared to the cost of being idle,dnly if the -2 Méethodology

mobile is sending lge amounts of data to the wired netiu The scenario we usedas a three node netwk including a

. . source, base station, and reeei The source and base sta-
3Tr ansport Layer Simulation tion were connected with a high bandwidthylerror rate

In this section, wexamine diferent transport-kel proto-  link, and the base station and mobile were connected with a
cols and iind the enegy costs to send data to a mobile lower bandwidth, higher error rate link.e/¢imulated the
receier for each transport protocol.eVétart with a simple TCP protocols using the Netrk Simulator ns [9]. W simu-

breakdevn of transport-leel enegy consumption lated the Reliable UDP schemes by dieig formulas that
shaved the number of paeks sent and reaaid for a gien

3.1 Breakdown of Transport-layer Energy bulk transfer size and paekerror rate. @ compare the pro-

Consumption tocols, we kept track of the total length of the transfer and

the \alues of a and d. ¥then used the informatiomteacted
We can break den the enagy consumed to complete alb  from the data in Figur and Figure to generate the ergr
transfer ofb bytes as follws for a fred data paai size and  gyajn for each paek sent and recesd as well as the emgr
a fixed acknaledgment size: cost for the entire transter
b
ldle = I3 . .
B 3.3 Simulation Results

Energy = SendRecv +Idle Figure3 shavs the contribition thatSendRecv males to the

enepgy cost for a ariety of transfer sizes for the 915 Mhz
Wavelan. Thex axis shavs the transfer size, and thieaxis
shows the enagy cost in mWseconds. These results sho
that the UDP protocols, which senavir acknavledgments,
use less engy. When the contrilition fromldle to the total
enegy cost is included, heever, (Figure4), the total trans-

SendRecv = aEa+ dEd

Wherea is the number of ackmdedgments sen&, is the
enegy cost to send a single ackvledgment d is the num-
ber of data paaks sentlis the enagy cost to send a single



is a difuse Infrared PCMCIA integce with a range of
approximately 5m and a useisible bandwidth of approxi-
mately 850 kbits/sec. The Apple Wn and Soyn Magic
link are commercially wilable PDAs. To measure pmer
consumption of the PBs, we measured the viees while

performing tasks designed to stress one subsystem of the

device, for xample pen input, speakoutput, etc. and then
averaged the measurements to obtain “typitﬂha/iorl.
We measured the netvk interfaces while “idling” (pavered
on hut not sending or recgng paclets), sleeping (peered
off but still connected to the diee), and sending and recei
ing paclets of \arious sizes. Walso measured the akeup”
time, defned as the amount of time from when theide
was brought out of its sleep state until the time thatitbe f
paclet can be sent.

2.1 Methodology

To measure the peer consumption for steady state beha
iors, we required both current andltage measurements.
We used a digital oscilloscope to measure thitage and
current drav of the \arious deices. The current dvawas

Device Sleep Idle/ Wakeup

Pover(mW) | (Wakeup) Time (mMs)
Pawver (mW)

Wavelan 177.3 1318.9 100

(915 Mhz)

Wavelan 143.0 1148.6 100

(2.4 Ghz)

Metricom 93.5 346.9/431.03| 5000

IBM IR - 349.6 100

Newton 164.2 1187.8 N/A

PDA

Magic 312.03 700 N/A

Link PDA

Typical - 8000

Laptop

TABLE 1. Power Consumption for network
interfaces and devices

actually measured by using a small resistor and measuring

the woltage drop across the resistéor the PIAs and Rico-
chet modem, which a their avn external batteries, we

measured theoltage and current at the battery terminals.

(Although the Ricochet Modem currently has itgenobat-
tery, Metricom has plans to mala Ricochet Modem using a
PCMCIA form factor). For the PCMCIA Nls, we measured
at the paver pins coming into the cardoFinstantaneous
operations such as pagkiransmission and reception, we
made seeral measurements andeaaged these together to
obtain an g@erage walue. The digital oscilloscope produced
bitmaps of the instantaneousltage across the resistoren

time. We post-processed the bitmaps to obtain the area under

the cune (enegy). We also erified that the wltage drops
while taking measurements were noggkrnough to bias
our results.

2.2 Measurement Results

Tablel shavs the aerage pwer consumption of the twv
PDAs and the Netark Interfaces. An entry of “-” means
that the deice was not measured in that state, and an entry
“N/A” means that the state is not applicable to theicke
The Metricom modem has a uniquedkeup” state; when
the Metricom modem turns on, itgisters with the netark
and consumes morewer for approximately the first minute
of actiity. One important obseation is that for all possible
combinations of netark interfaces and PAs, the paver
consumed by the NI is comparable to (egremore than) the
power consumed by the D This is a clear indication that

power management of the NI is essential. Also notice th%cluded isa“

the Metricom deice has a much longerakeup time than
the other Nls. This will déct the usefulness of some of the

1. More detailed measurements of theides can be found at
http://www.cs.berleley.edu/~stemm/pmer.html.

Power Consumption For Various Packet Sizes
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Figure 1. Energy consumption for different packet
sizesfor 915 MHz Wavelan

optimizations described in Sectién

Ognce we had the measurements of the NlIs while in their idle

nd sleep states, we performed more detailed measurements
of the netverk interfaces to determine if the eggrcon-
sumption difered signifcantly as the intedce sent and
receved paclets of \arious sizes. Figurgé and Figure?
shaw the results of these measurements for the 915 Mhz
Wavelan and Metricom daces, respectely. Thex-axis
shaws the packt size in bytes, and theaxis shavs the
enegy consumption in millivatt-seconds. There are aw
lines that correspond to sending and néogi paclets. Also
baseline” measurement that indicates ho
much enegy is consumed bydeping the intedce on and
idle for the same amount of time that it éskto send a
paclet. One obious feature in the graph is that rageg
paclets only costs mgmally more enagy than being idle.
This is also true for sending patk on the 915 Mhz ®e-
lan. For the Metricom déce, the cost of sending is approxi-
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Abstr act For transport leel optimizations, we xamine diferent
choices of transport layer protocols, using simulations to
Next generation hand-held dees must praide seamless connec- examine the relatie paver trade-ofs when sending equal
tivity while obging stringent paer and size constrains. In this 5 mounts of data from a wired sender to a mobile vecei
paper we xamine this issue from the point of wief the Netvork We find that the dominant cost in the egyensage of a trans-

Intertace (NI). V& measure the per usage of ta PIAS, the port protocol is the time that the transferdakto complete,
Apple Nevton Messagepad and SoMlagic Link, and four NIs, the . )
not the number of paeks sent or receéd by a particular

Metricom Ricochet Weless Modem, the & T Wavelan operating
at 915 MHz and 2.4 GHz, and the IBM Infraredréless LAN  transport protocol.
Adapter These measurements clearly indicate that theepo pqr gpplication-leel optimizations, we focus on tnappli-
forgl”egv?r’ J';‘Z dn‘;t“:ﬁén;g?;g ;%nnsggjﬁzeatfJlfscstg’snoc;fothﬁ cations that wes@ect to be the “killer appsfor PDAs:
alp y . P electronic mail and web accesseWse real-wrld traces
mizations that can be used to reduce petvinterface enegy con- . . . - . . L
combined with simulations taxperiment with application-

sumption on these diges: transport-Mel stratgies and - ) - v
application-leel stratgies. Simulation xperiments of transport- SPECIC €negy saings stratgies. Results shothat signiF

level stratgies shav that the dominant cost comes not from the Cant enegy saiings can be made with a minimum of user
number of packts sent or reced by a particular transport proto- percevable lateng. In particulay for electronic mail applica-
col but the amount of time that the NI is in an eettut idle state.  tions, the engy consumption can be reduced to the mini-
Simulation &periments of applicationdel stratgies that signifi- ~ mum amount: the engy required to retriee a piece of
cant enegy saings can be made with a minimum of usesible  electronic mail. Br web-bravsing applications, engy con-
lateng. sumption can be reduced byator of four with virtually no
1 Introduction impact on usevisible lateng.

The rest of this paper isganized as folls: Sectior? pre-
Hand-held deices coupled with wireless netvk interices  sents our pwer measurements of the Nis and &D
are emeging as a ne way to achige seamless connedty.  gection3 presents our transport# optimizations designed
However, these ne devices hae paver, cost, weight and g reduce NI engy consumption. Sectiof presents our
size constraints that are more stringent than most laptogyplication-specific policies for email applications. Seckion
computers. The goal of aclieg seamless conneeily  presents our policies for reducing egyeconsumption while
while staying within limited size and emggrconstraints is \ep bravsing, and Sectiofi presents conclusions and rec-

challenged by the addition of a ¢gr paver consumer to @ ommendations for future protocols and netiwinteraces.
personal digital assistant (R a wireless netark interface

(NI). Current_wireless netwrk interfaces consume as much 2 M easur ements

power as an idle PB. For example, the netark interfaces _ ) _

we measured consumed from 350mW to 1300mW wheH? this section, we describe the methodology used to mea-
idle, and the PBs we measured consumed from 700mWw toSUré pever consumption of déces and our results forse
1200mW when idle. Although muchork has been done in €ral wireless Nis and FAs.

reducing the pmer consumption of other peripheravi®s  \ve measured peer consumption of tw PDAs: the Apple
such as disks in laptop computers, [3] [2] [1] [7] [Li94] [8] Newton Messagepad 100, and the $dagic Link (PIC
[4], little work has been done to reduce Niyew consump-  1000), and four netark interfices: A&T’'s Wavelan PCM-
tion in handheld deces. CIA card operating at 915 MHz and 2.4 GHz, Metricem’

This paper presents detailed measurements of therpmd ~ Ricochet Wreless Modem, and IBM'Infrared Wreless
enegy consumption of seral wireless netark interfaices to  LAN card. The A&T Wavelan is a direct sequence spread
determine the pmer/enegy drain of deices in their sleep, SPectrum PCMCIA inteece with a range of approximately
idle, paclet-send and paek-receie states. Wthen gamine ~ 40m and a usevisible bandwidth of 1.6 Mbits. The Rico-
two classes of optimizations that can be used to minimizehet Wreless Modem is a frequentiopping spread spec-

enegy consumption of wireless netwk interfaces: trans- 'um modem deice with a range of approximately 1km and



