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Abstract

We give the first linear kernels for the DOMINATING SET and CONNECTED
DOMINATING SET problems on graphs excluding a fixed graph H as a topo-
logical minor. In other words, we prove the existence of polynomial time
algorithms that, for a given H-topological-minor-free graph G and a positive
integer k, output an H-topological-minor-free graph G’ on O(k) vertices such
that G has a (connected) dominating set of size k if and only if G’ has one.
Our results extend the known classes of graphs on which DOMINATING SET
and CONNECTED DOMINATING SET problems admit linear kernels. Prior to
our work, it was known that these problems admit linear kernels on graphs
excluding a fixed apex graph H as a minor. Moreover, for DOMINATING SET,
a kernel of size k°D)| where c(H) is a constant depending on the size of H,
follows from a more general result on the kernelization of DOMINATING SET
on graphs of bounded degeneracy. Alon and Gutner explicitly asked whether
one can obtain a linear kernel for DOMINATING SET on H-minor-free graphs.
We answer this question in the affirmative and in fact prove a more general
result. For CONNECTED DOMINATING SET no polynomial kernel even on
H-minor-free graphs was known prior to our work. On the negative side, it
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is known that CONNECTED DOMINATING SET on 2-degenerated graphs does
not admit a polynomial kernel unless coNP C NP /poly.

Our kernelization algorithm is based on a non-trivial combination of the
following ingredients

e The structural theorem of Grohe and Marx [STOC 2012] for graphs
excluding a fixed graph H as a topological minor;

e A novel notion of protrusions, different than the one defined in [FOCS
2009];

e Our results are based on a generic reduction rule that produces an equiv-
alent instance (in case the input graph is H-minor-free) of the problem,
with treewidth O(vk). The application of this rule in a divide-and-
conquer fashion, together with the new notion of protrusions, gives us
the linear kernels.

A protrusion in a graph [FOCS 2009] is a subgraph of constant treewidth
which is separated from the rest of the graph by at most a constant number of
vertices. In our variant of protrusions, instead of stipulating that the subgraph
be of constant treewidth, we ask that it contains a constant number of vertices
from a solution. We believe that this new take on protrusions would be useful
for other graph problems and in different algorithmic settings.

1 Introduction

Kernelization is well established subarea of parameterized complexity. A parameterized
problem is said to admit a polynomial kernel if there is a polynomial time algorithm
(the degree of polynomial being independent of the parameter k), called a kernelization
algorithm, that reduces the input instance down to an instance with size bounded by
a polynomial p(k) in k, while preserving the answer. This reduced instance is called a
p(k) kernel for the problem. If the size of the kernel is O(k), then we call it a linear
kernel (for a more formal definition, see Section 2). Kernelization has turned out to be
an interesting computational approach both from practical and theoretical perspectives.
There are many real-world applications where even very simple preprocessing can be sur-
prisingly effective, leading to significant reductions in the size of the input. Kernelization
is a natural tool not only for measuring the quality of preprocessing rules proposed for
specific problems but also for designing new powerful preprocessing algorithms. From
the theoretical perspective, kernelization provides a deep insight into the hierarchy of
parameterized problems in FPT, the most interesting class of parameterized problems.
There are also interesting links between lower bounds on the sizes of kernels and classical
computational complexity [11, 20, 31].

The DOMINATING SET (DS) problem together with its numerous variants, is one of
the most classical and well-studied problems in algorithms and combinatorics [49]. In the
DOMINATING SET (DS) problem, we are given a graph G and a non-negative integer k,
and the question is whether GG contains a set of k vertices whose closed neighborhood
contains all the vertices of G. The connected variant of the problem, CONNECTED DOM-
INATING SET (CDS) asks, given a graph G and a non-negative integer k, whether G



contains a dominating set D of at most k vertices such that for every connected com-
ponent C' of G, we have that G[V(C') N D] is connected. This definition of CDS differs
slightly from the established one where one just demands that the subgraph induced by
the dominating set be connected. Our definition generalizes the established one to include
disconnected graphs. A considerable part of the algorithmic study of these NP-complete
problems has been focused on the design of parameterized and kernelization algorithms.
In general, DS is W[2]-complete and therefore it cannot be solved by a parameterized
algorithm, unless an unexpected collapse occurs in the Parameterized Complexity hierar-
chy (see [28, 37, 55]) and thus also does not admit a kernel. However, there are interesting
graph classes where fized-parameter tractable (FPT) algorithms exist for the DS problem.
The project of widening the families of graph classes, on which such algorithms exist, in-
spired a multitude of ideas that made DS the test bed for some of the most cutting-edge
techniques of parameterized algorithm design. For example, the initial study of param-
eterized subexponential algorithms for DS on planar graphs [2, 21, 44| resulted in the
creation of bidimensionality theory characterizing a broad range of graph problems that
admit efficient approximation schemes, fixed-parameter algorithms or kernels on a broad
range of graphs [22, 24, 27, 40, 42, 41].

One of the first results on linear kernels is the celebrated work of Alber et al. on DS on
planar graphs [3]. This work augmented significantly the interest in proving polynomial
(or preferably linear) kernels for other parameterized problems. The result of Alber et
al. [3], see also [16], has been extended to much more general graph classes like graphs of
bounded genus [12] and apex-minor-free graphs [42]. An important step in this direction
was made by Alon and Gutner [4, 48] who obtained a kernel of size O(k") for DS on
H-minor-free and H-topological-minor-free graphs, where the constant h depends on the
excluded graph H. Later, Philip et al. [56] obtained a kernel of size O(k") on K, ;-free
and d-degenerate graphs, where h depends on 7,5 and d respectively. In particular, for
d-degenerate graphs, a subclass of K j-free graphs, the algorithm of Philip et al. [56]
produces a kernel of size O(k%). Similarly, the sizes of the kernels in [4, 48, 56] are
bounded by polynomials in k with degrees depending on the size of the excluded minor
H. Alon and Gutner [4] mentioned as a challenging question whether one can characterize
the families of graphs for which the dominating set problem admits a linear kernel, i.e. a
kernel of size f(h) - k, where the function f depends ezclusively on the graph family. In
this direction, there are already results for more restricted graph classes. According to the
meta-algorithmic results on kernels introduced in [12], DS has a kernel of size f(g)-k on
graphs of genus g. An alternative meta-algorithmic framework, based on bidimensionality
theory [22], was introduced in [42], implying the existence of a kernel of size f(H) - k for
DS on graphs excluding an apex! graph H as a minor. While apex-minor-free graphs
form much more general class of graphs than graphs of bounded genus, H-minor-free
graphs and H-topological-minor-free graphs form much larger classes than apex-minor-
free graphs. For example, the class of graphs excluding H = Kj, the complete graph on 6
vertices, as a minor, contains all apex graphs. Alon and Gutner in [4] and Gutner in [48]
posed as an open problem whether one can obtain a linear kernel for DS on H-minor-free
graphs. Prior to our work, the only result on linear kernels for DS on graphs excluding
a fixed graph H as a topological minor, was the result of Alon and Gutner in [4] for the
special case where H = K3, See Fig. 1 for the relationship between these classes.

LAn apex graph is a graph that can be made planar by the removal of a single vertex.
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DS: linear kernel [FOCS 09]
CDS: linear kernel [FOCS 09]

Figure 1: Kernels for DS and CDS on classes of sparse graphs. Arrows represent inclusions
of classes. In the diagram, [J.LACM 04] refers to the paper of Albers et al. [3],
[FOCS 09] to the paper of Bodlaender et al. [12], [SODA 10] and [SODA 12] to
the papers of Fomin et al. [42, 43], [ESA 09] to the paper of Philip et al. [56],
and [WG 10] to the paper of Cygan et al. [18].

It is tempting to conjecture that similar improvements on kernel sizes are possible for
more general graph classes like d-degenerate graphs. For example, for graphs of bounded
vertex degree, a subclass of d-degenerate graphs, DS has a trivial linear kernel. Unfor-
tunately, for d-degenerate graphs the existence of a linear kernel, or even a polynomial
kernel with the exponent of the polynomial being independent of d, is very unlikely. By
the recent work of Cygan et al. [17], the kernelization algorithm of Philip et al. [56] is
essentially tight—the existence of a kernel of size O(k(*=3(@=1=9)) for DS on d-degenerate
graphs would imply that coNP is contained in NP /poly.

In this work we show how to generalize the linearity of kernelization for DS from
bounded-degree graphs and apex minor free graphs to the class of graphs excluding a
fixed graph H as a topological minor. Moreover, a modification of the ideas for DS
kernelization can be used to obtain a linear kernel for CDS, which is usually a much
more difficult problem to handle due to the connectivity constraint. For example, CDS
does not have a polynomial kernel on 2-degenerate graphs unless coNP is in NP /poly [18].
We must emphasize that our linear kernels are existential. That is, we just show the mere
existence of polynomial time algorithms computing linear kernels.

The class of graphs excluding a fixed graph H as a topological minor is a wide class
of graphs containing H-minor-free graphs and graphs of constant vertex degrees. The
existence of a linear kernel for DS on this class of graphs significantly extends and
improves previous works [4, 43, 48]. The extension of the results for planar graphs from
[3] and apex-minor-free graphs from [42] to the more general family of H-minor-free
graphs requires several new ideas. Similar difficulties in generlizing algorithmic techniques
from apex-minor free to H-minor-free graphs were observed in approximation [25] and
parameterized algorithms [22, 29]. The basic idea behind kernelization algorithms on
apex-minor-free graphs is the bidimensionality of DS. Roughly speaking, the treewidth
of these graphs with dominating set of size k is o(k). In other words, excluding an
apex graph makes it possible to bound the tree-decomposability of the input graph by a
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sublinear function of the size of a dominating set which is not the case for more general
classes of H-minor-free graphs or a family of graphs excluding a fixed graph H as a
topological minor.

A main ingredient of our kernelization algorithms are new reduction rules that allow
us to obtain the desired kernels on H-minor-free graphs. This is an important step for
our kernel on the class of graphs excluding a fixed graph H as a topological minor. The
main idea behind our algorithm is to identify and remove “irrelevant” vertices without
changing the solution such that in the reduced graph one can select O(k) vertices whose
removal leaves protrusions, that is, subgraphs of constant treewidth separated from the
remaining vertices by a constant number of vertices. If we are able to obtain such a graph,
we can use the techniques from [42] to construct the linear kernel. Roughly speaking,
our rule to identify “irrelevant” vertices works as follows: we try specific vertex subsets
of constant size, for each subset we try all “feasible” scenarios how dominating sets can
interact with the subset, and find neighbours of theses subsets whose removal does not
change the outcome of any feasible scenario. The main difference of this new reduction
rule in comparison to other rules for DS [3, 16] is that instead of reducing the size of
the graph to O(k), it reduces the treewidth of the graph to O(v/k). Thus idea-wise, it
is closer to the “irrelevant vertex” approach developed by Robertson and Seymour for
disjoint paths and minor checking problems [57]. However, the significant difference with
this technique is that in all applications of “irrelevant vertex” the bounds on the treewidth
are exponential or even worse [51, 52, 54]. Moreover, Adler et al. [1] provide instances of
the disjoint paths problem on planar graphs, for which the irrelevant vertex approach of
Robertson and Seymour produces graphs of treewidth 22(®). Our rule provides a reduced
graph with sublinear treewidth for DS.

The proof that after deletion of all irrelevant vertices the treewidth of the graph becomes
sublinear is non-trivial. For this proof we need the theorem of Robertson and Seymour
[58] on decomposing a graph into a set of torsos connected via clique-sums. By making
use of this theorem, we show that by applying the rule for all subsets of apex vertices of
each torso, it is possible to reduce the treewidth of each torso to O(\/E) This implies
that the treewidth of the reduced graph is also O(v/k). However, the number of torsos
can be Q(n) and the sublinear treewidth of the reduced graph still does not bring us
directly to the kernel. To overcome this obstacle, we have to implement the irrelevant
vertex rule in a divide and conquer manner, and only after doing this can we guarantee
that the reduced graph admits a linear kernel. The idea of using divide and conquer in
kernelization is our first conceptual contribution.

The second main step of our kernelization algorithm for DS, on the class of graphs
excluding a fixed graph H as a topological minor, is to design reduction rules for graphs
of bounded degree. The ideas introduced for H-minor-free graphs can hardly work on
graphs of bounded degree, and hence on graphs excluding a fixed graph H as a topological
minor. The reason is that the bound o(k) on the treewidth of such graphs would imply
that DS is solvable in subexponential time on graphs of bounded degree, which in turn
can be shown to contradict the Exponential Time Hypothesis [50]. This is why the
kernelization techniques developed for H-minor-free graphs do not seem to be applicable
directly in our case.

High level overview of the main ideas. Our kernelization algorithm has two main
phases. In the first phase we partition the input graph G into subgraphs Cy, C1, ..., Cy,
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such that |Cy| = O(k); for every i > 1, the neighbourhood N (C;) C Cp,and ) .., |N(C;)| =
O(k). In the second phase, we replace these graphs by smaller equivalent graphs. To-
wards this, we treat graphs N[C;] = C; U N(C}), i > 1, as t-boundaried graphs with
boundary N(C;). Our second conceptual contribution is a polynomial time algorithmic
procedure for replacing a t-boundaried graph by an equivalent graph of size O(|N(C;)|).
Observe that as a result of such replacements, the size of the new graph is

> [OWN(C))| +1Co| = O(k)

1<i<e

and thus we obtain a linear kernel. Kernelization techniques based on replacing a t-
boundaried graph by an equivalent instance or, more specifically, protrusion replacement
were used before in [12, 42, 39, 53]. At this point it is also important to mention earlier
works done in [36, 7, 15, 19, 14] on protrusion replacement in the algorithmic setting on
graphs of bounded treewidth. The substantial differences with our replacement procedure
and the ones used before in the kernelization setting are the following.

e In the protrusion replacement procedure it is assumed that the size of the boundary
t and the treewidth of the replaced graph are constants. In our case neither the
treewidth, nor the boundary size are bounded. In particular, the boundary size
could be a [linear function of k.

e In earlier protrusion replacements, the size of the equivalent replacing graph is
bounded by some (non-elementary) function of ¢. In our case this is a linear function
of .

Our new replacement procedure strongly exploits the fact that graphs C; possess a set of
desired properties allowing us to apply the irrelevant vertex technique explained above.
However, not every graph G excluding some fixed graph as a topological minor can be
partitioned into graphs with the desired properties. We show that, in this case, there is
another polynomial time procedure transforming G into an equivalent graph, which in
turn can be partitioned. The procedure is based on a generalized notion of protrusion,
which is the third conceptual contribution of this paper. In the new notion of protrusion
we relax the requirement that protrusions are of bounded treewidth by the condition
that they have a bounded size dominating set. Let us remark, that a similar notion of
a generalized protrusion, bounded by the size of a certificate, can be used for a variety
of graph problems. We show that either a graph does not have the desired partition, or
it contains a sufficiently large generalized protrusion, which can be replaced by a smaller
equivalent subgraph. The construction of the partitioning is heavily based on the recent
work of Grohe and Marx on the structure of such graphs [47].

As a byproduct of our results we obtain the first subexponential time algorithms for
CONNECTED DOMINATING SET, a deterministic algorithm solving the problem on an n-
vertex H-minor-free graph in time 20(VR) 1 nO() For DOMINATING SET our results imply
a significant simplification and refinement of a 20(Vk)p0(1) algorithm on H-minor-free
graphs due to Demaine et al. [22]. Also our kernels can be used to obtain, subexponential,
polynomial-space parameterized algorithms for these problems.

Organization of the paper. The remaining part of this paper is organized as follows. In
Section 2, we provide definitions and state known results used in the paper. In Section 3,
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we introduce the new notion of “generalized protrusions” and build a theory of replace-
ments for such protrusions. We provide a decomposition lemma in Section 4, which will
be used for kernelization algorithms. In Sections 5 and 6 we give the two main results
of the paper, linear kernels for DS and CDS on the class of graphs excluding a fixed
graph H as a topological minor. In Section 7 we conclude with questions for further
research and give a short overview of some of the developments which happened since the
conference versions of this paper were published, including work on kernelization of DS
and CDS on graphs of bounded expansion and on nowhere-dense graphs.

2 Preliminaries

In this section we give various definitions which we make use of in the paper. We refer to
Diestel’s book [26] for standard definitions from Graph Theory. Let G be a graph with
vertex set V(G) and edge set E(G). A graph G’ is a subgraph of G if V(G') C V(QG)
and E(G') C E(G). For a subset V' C V(G), the subgraph G’ = G[V'] of G is called the
subgraph induced by V' if E(G") = {uv € E(G) | u,v € V'}. By Ng(u) we denote the
(open) neighborhood of u in graph G, that is, the set of all vertices adjacent to u and by
N¢lu] = Ng(u) U{u}. Similarly, for a subset D C V| we define Ng[D] = UyepNg[v] and
Ng(D) = Ng[D]\ D. Given a set S C V(G), we define 05(S) as the set of vertices in
S that have a neighbor in V(G) \ S. We omit the subscripts when they are clear from
the context. A subset of vertices D is called a dominating set of G if N[D] = V(G). A
subset of vertices D is called a connected dominating set if it is a dominating set and for
every connected component C' of G we have that G[D N C] is connected. Throughout the
paper, given a graph G and vertex subsets Z and S, whenever we say that a subset Z
dominates all but (everything but) S then we mean that V(G)\ S € N[Z]. Observe that
a vertex of S can also be dominated by the set Z.

We denote by Kj the complete graph on h vertices. Also for a given graph G and a
vertex subset S by K|[S]| we mean a clique on the vertex set S. For an integer r > 1
and vertex subsets P, C V(G), we say that a subset @ is r-dominated by P, if for
every v € @) there is u € P such that the distance between u and v is at most r. For
r =1, we simply say that @ is dominated by P. We denote by N{(P) the set of vertices
r-dominated by P.

Throughout this paper we use Z, Z* and Z~ for the sets of integers, non-negative and
non-positive integers respectively. Finally, we use N for the set of positive integers.

Minors and Contractions. Given an edge e = xy of a graph G, the graph G/e is
obtained from G by contracting the edge e, that is, the endpoints x and y are replaced by
a new vertex v, which is adjacent to the old neighbors of x and y (except from z and y).
A graph H obtained by a sequence of edge-contractions is said to be a contraction of G.
We denote it by H <. G. A graph H is a minor of a graph G if H is the contraction of
some subgraph of G and we denote it by H <,,, G. We say that a graph G is H-minor-free
when it does not contain H as a minor. We also say that a graph class Gy is H-minor-free
(or, excludes H as a minor) when all its members are H-minor-free. An apex graph is
a graph obtained from a planar graph G by adding a vertex and making it adjacent to
some of the vertices of G. A graph class Gy is apez-minor-free if Gy excludes a fixed
apex graph H as a minor.



A subdivision of a graph H is obtained by replacing each edge of H by a non-trivial
path. We say that H is a topological minor of G if some subgraph of G is isomorphic
to a subdivision of H and denote it by H <y G. A graph G excludes a graph H as a
(topological) minor if H is not a (topological) minor of G. For a graph H, by Cy, we
denote all graphs that exclude H as topological minors.

Tree-Decompositions. A tree-decomposition of a graph G is a pair (M, V) where M
is a rooted tree and W : V(M) — 2V(@) such that :

L Ubeyn (D) = V(G)

2. For each edge uwv € E(G), there is a t € V(M) such that both « and v belong to
U(t).

3. For each v € V(G), the nodes in the set {t € V(M) | v € ¥U(¢)} form a subtree of
M.

If M is a path then we call the pair (M, V) as path-decomposition.

The following notations are the same as that in [47]. Given a tree-decomposition of a
graph G, we define mappings o, : V(M) — 2V and x : E(M) — 2V For all
teV(M),

) 0 if ¢ is the root of M
o =
U(t)NW(s) if sis the parent of t in M

(1) = U U (u)

u is a descendant of ¢

For all e = uwv € E(M), k(e) = ¥(u) NV (v).
For a subgraph M’ of M by W(M') we denote Usey (ary¥(t).

Let (M, W) be a tree-decomposition of a graph G. The width of (M, V) is
min{|\11(t)| 1te V(M)},
and the adhesion of the tree-decomposition is
max {|a(t)| Ite V(M)}.

We use tw(G) to denote the treewidth of the input graph. For every node ¢t € V (M), the
torso at t is the graph

7(t) := G ()] U E(K[o(1)]) U U, chiaore EUK o (w)]).

We take the graph induced by W(t¢), turn o(t) into a clique, and make vertices x,y
adjacent if they appear together in the separator of some child u of ¢.



Parameterized graph problems. A parameterized graph problem II is usually defined
as a subset of X* x Z* where, in each instance (x,k) of II, 2 encodes a graph and k
is the parameter (we denote by Z* the set of all non-negative integers). In this paper
we use an extension of this definition (also used by Bodlaender et al. [13]) that permits
the parameter k to be negative with the additional constraint that either all pairs with
non-positive values of the parameter are in Il or that no such pair is in I1. Formally, a
parametrized problem I is a subset of ¥* x Z where for all (z1, k1), (29, k2) € X* X Z with
ki, ke < 0 it holds that (z1,k;) € Il if and only if (x9, ke) € II. This extended definition
encompasses the traditional one and is needed for technical reasons (see Subsection 3.2).
In an instance of a parameterized problem (z, k), the integer k is called the parameter.
Now we formally define the DS and CDS problems.

DS Parameter: k
Input: An undirected graph G and a positive integer k.
Question: Does there exists D C V(G) of size at most k such that N[D] = V(G)?

CDS Parameter: k
Input: An undirected graph GG and a positive integer k.

Question: Does there exists D C V(G) of size at most k such that N[D] = V(G)
and G[D] is connected?

Kernels and Protrusions. A central notion in parameterized complexity is fized param-
eter tractability, which means, for a given instance (z, k), solvability in time f(k) - p(|z|),
where f is an arbitrary function of £ and p is a polynomial function in the input size.
The notion of kernelization is formally defined as follows.

Definition 1. A kernelization algorithm, or simply a kernel, for a parameterized problem
IT is an algorithm A that, given an instance (x,k) of 11, works in polynomial-time and
returns an equivalent instance (z', k') of Il. Moreover, there ezists a computable function
g(+) such that whenever (' k') is the output for an instance (x,k), then it holds that
|2’ |+ k" < g(k). If the upper bound g(-) is a polynomial (linear) function of the parameter,
then we say that I1 admits a polynomial (linear) kernel.

We often abuse the notation and call the output of a kernelization algorithm, the
“reduced” equivalent instance, also a kernel.

Definition 2. Given a graph G, we say that a set X C V(G) is an r-protrusion of G if
tw(G[X]) < r and the number of vertices in X with a neighbor in V(G)\ X is at most .

2.1 Known Decomposition Theorems

We start with the definition of nearly embeddable graphs.

Definition 3 (h-nearly embeddable graphs). Let ¥ be a surface with boundary cycles
Ci,...,Ch, i.e. each cycle C; is the border of a disc in X. A graph G is h-nearly em-
beddable in X, if G has a subset X of size at most h, called apices, such that there are
(possibly empty) subgraphs Go = (Vi, Eo), ..., G = (Vi, Ey) of G\ X such that

e G\ X =GoU---UGy,



o G 1s embeddable in X, we fix an embedding of Gy,

e graphs Gy, ..., Gy (called vortices) are pairwise disjoint,

e for 1 < i < h, let U; := {uil,...,uimz_} = Vo NV;, G; has a path decomposition

(Bij, Vi), 1 <35 <my, of width at most h such that

— for 1 <4< h and for 1 < j < m; we have u;; € By;

— for 1 < i < h, we have Vo N C; = {uil,...7uimi} and the points w;,, ..., u;
appear on C; in this order (either if we walk clockwise or anti-clockwise).

my

The decomposition theorem that we use extensively for our proofs is given in the next
theorem.

Theorem 1 ([33, 47, 58]). For every graph H, there exists a constant h, depending only
on the size of H, such that every graph G with H A1 G, there is a tree-decomposition
(M, W) of adhesion at most h such that for allt € V(M), one of the following conditions
18 satisfied:

1. 7(t) is h-nearly embedded in a surface 3 in which H cannot be embedded.
2. 7(t) has at most h vertices of degree larger than h.

Moreover, if G is an H-minor-free then nodes of second type do not exist. Furthermore,
there is an algorithm that, given graphs G, H on n and |V (H)| vertices, respectively,
computes such a tree-decomposition in time f(|V (H)|)n®Y for some computable function
f, and moreover computes an apex set Z; of size at most h for every bag of the first type.

One of the main consequence of Theorem 1 we need for our purposes is that (in the case
when G is H-minor-free) for every H there exist constants h and b’ such that for every
torso L of the decomposition from Theorem 1, there exists a set of vertices A C V(L)
of size at most h, called apices, such that the graph obtained from L after deleting the
apices does not contain some apex graph H' of size h' as a minor. See, e.g. [46, Theorem
13].

Furthermore we can assume that in (M, V), for any z,y € V(M), U(x) € ¥(y). That
is, no bag is contained in other. See [37, Lemma 11.9] for the proof.

2.2 Known Approximation Algorithms

Recall that by Cy we denote the class of graphs that exclude a fixed graph H as a
topological minor. In this subsection we state known polynomial-time constant factor
approximation algorithms for DS and CDS on Cg. It is well known that graphs in Cy
has bounded degeneracy. The following is known about the approximation of DS.

Lemma 1 ([34]). Let H be a graph. Then there exists a constant n(H) depending only
on |V(H)| such that DOMINATING SET admits a n(H)-factor approzimation algorithm
on Cy.

For CDS we need the following proposition attributed to [32].
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Proposition 1. Let G be a connected graph and let Q) be a dominating set of G such that
G[Q] has at most p connected components. Then there exists a set Z C V(G) of size at
most 2+ (p—1) such that QU Z is a connected dominating set in G and, given @Q, we can
find such a set Z in polynomaial time.

Combining Lemma 1 and Proposition 1 we arrive at the following.

Lemma 2. Let H be a graph and n(H) the constant from Lemma 1. Then CDS admits
a 3n(H)-factor approximation algorithm on Cy.

3 A New Algorithm for Protrusion Replacement

In the next section we introduce the notion of a “generalized protrusion”. Recall that a
protrusion in a graph is a subgraph of constant treewidth which is separated from the
rest of the graph by at most a constant number of vertices. In our variant of protrusions,
instead of stipulating that the subgraph be of constant treewidth, we ask that it contains
a constant number of vertices from a solution. In this section we show that even if we
have a generalized protrusion then we can find a replacement for it efficiently. We first
start with some relevant definitions and concepts.

3.1 Boundaried Graphs

Here we define the notion of boundaried graphs and various operations on them.

Definition 4. [Boundaried Graphs] A boundaried graph is a graph G with a set B C
V(Q) of distinguished vertices and an injective labelling \ from B to the set Z+. The
set B s called the boundary of G' and the vertices in B are called boundary vertices or
terminals. Given a boundaried graph G, we denote its boundary by §(G), we denote its
labelling by \g, and we define its label set by A(G) = {A\g(v) | v € §(G)}. Given a finite
set I C 7%, we define Fr to denote the class of all boundaried graphs whose label set is I.
We also denote by F the class of all boundaried graphs. Finally we say that a boundaried
graph is a t-boundaried graph if A(G) C {1,...,t}.

Definition 5. [Gluing by @] Let G; and Go be two boundaried graphs. We denote by
G1 @ Gy the graph (not boundaried) obtained by taking the disjoint union of G1 and Gy
and identifying equally-labeled vertices of the boundaries of G1 and Gy. In G @® Gy there

1s an edge between two vertices if there is an edge between them either in G1 or in Gg, or
both.

We remark that if G; has a label which is not present in (G5, or vice-versa, then in
G @ G5 we just forget that label.

Definition 6. [Gluing by @;] The boundaried gluing operation @5 is similar to the
normal gluing operation, but results in a boundaried graph rather than a graph. Specifically
G ®s Gy results in a boundaried graph where the graph is G = Gy & Go and a vertex is
in the boundary of G if it was in the boundary of G1 or of Ga. Vertices in the boundary
of G keep their label from Gy or Gs.

Let G be a class of (not boundaried) graphs. By slightly abusing notation we say that
a boundaried graph belongs to a graph class G if the underlying graph belongs to G.
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Definition 7. [Replacement] Let G be a t-boundaried graph containing a set X C V(Q)
such that 0g(X) = 0(G). Let Gy be a t-boundaried graph. The result of replacing X with
G is the graph G* @ Gy, where G* = G\ (X \ 9(X)) is treated as a t-boundaried graph
with 6(G*) = §(Q).

3.2 Finite Integer Index

Definition 8. [Canonical equivalence on boundaried graphs.] Let I be a parame-
terized graph problem whose instances are pairs of the form (G, k). Given two boundaried
graphs G1,Gs € F, we say that G1 =1 Gs if A(G1) = A(G2) and there ezists a transpo-
sition constant ¢ € Z such that

V(F,k)e FXZ (Gi®Fk)elle (Ge® F k+c) ell
Here, c is a function of the two graphs G and G.

Note that the relation =pj is an equivalence relation. Observe that ¢ could be negative
in the above definition. This is the reason we allow the parameter in parameterized
problem instances to take negative values.

Next we define a notion of “transposition-minimality” for the members of each equiv-
alence class of =7 .

Definition 9. [Progressive representatives| Let II be a parameterized graph problem
whose instances are pairs of the form (G, k) and let C be some equivalence class of =pi.
We say that J € C is a progressive representative of C if for every H € C there exists
c € Z~, such that

V(F,k)e FxZ (HoeFkelle (JoFk+c) ell (1)

The following lemma guarantees the existence of a progressive representative for each
equivalence class of =yj.

Lemma 3 ([12]). Let II be a parameterized graph problem whose instances are pairs of
the form (G, k). Then each equivalence class of =n has a progressive representative.

Notice that two boundaried graphs with different label sets belong to different equiv-
alence classes of =p; . Hence for every equivalence class C of =p there exists some finite
set I C Z™" such that C C F;. We are now in position to give the following definition.

Definition 10. [Finite Integer Index| A parameterized graph problem 11 whose in-
stances are pairs of the form (G, k) has Finite Integer Index (or is FII), if and only if
for every finite I C Z*, the number of equivalence classes of =p that are subsets of Fr
is finite. For each I C Z*, we define S; to be a set containing exactly one progressive
representative of each equivalence class of =n that is a subset of F;. We also define

Scr = Upg Sr.

3.3 Replacement lemma

We first define a notion of monotonicity for parameterized problems.

12



Definition 11. We say that a parameterized graph problem I is positive monotone if for
every graph G there exists a unique { € N such that for all ¢’ € N and ¢’ > ¢, (G, ') € 11
and for all ' € N and V' < ¢, (G,0') ¢ 1. A parameterized graph problem II is negative
monotone if for every graph G there exists a unique ¢ € N such that for all /' € N and
0>, (G,0) ¢ 11 and for all ' € N and 0! < £, (G, (') € I1. 11 is monotone if it is either
positive monotone or negative monotone. We denote the integer £ by THRESHOLD(G, 1)
(in short THR(G,1I) ).

We first give an intuition for the next definition. We are considering monotone functions
and thus for every graph G there is an integer k£ where the answer flips. However, for
our purpose we need a corresponding notion for boundaried graphs. If we think of the
representatives as some “small perturbation” , then it is the max threshold over all
small perturbations (“adding a representative = small perturbation”). This leads to the
following definition.

Definition 12. Let II be a monotone parameterized graph problem that has FII. Let S;
be a set containing exactly one progressive representative of each equivalence class of =n
that is a subset of Fr, where I = {1,...,t}. For a t-boundaried graph G, we define
t(G) = max THR(G & G',1I).
G'eS:

The next lemma says the following. Suppose we are dealing with some FII problem and
we are given a boundaried graph with constant size boundary. We know it has some con-
stant size representative and we want to find this representative. Now in general finding
a representative for a boundaried graph is more difficult than solving the corresponding
problem The next lemma says basically that if “OPT” of a boundaried graph is low, then
we can efficiently find its representative. Here by “OPT” we mean ¢(G), which is a robust
version of the threshold function (under adding a representative). And by efficiently we
mean as efficiently as solving the problem on normal (unboundaried) graphs if we know
that “OPT” is low. Specifically, the main result of this section is as follows.

Lemma 4. Let II be a monotone parameterized graph problem that has FII. Furthermore,
let A be an algorithm for 11 that, given a pair (G,k), decides whether it is in Il in
time f(|[V(G)|, k). Then for every t € N, there exists a & € ZT (depending on I1 and
t), and an algorithm that, given a t-boundaried graph G with |V (G)| > &, outputs, in
OWG)(fUV(G)] + &, L(G))) steps, a t-boundaried graph G* such that G =n G* and
[V(G*)| < &. Moreover we can compute the translation constant ¢ from G to G* in the
same time.

Proof. We give prove the claim for positive monotone problems II; the proof for negative
monotone problems is identical. Let S; be a set containing exactly one progressive rep-
resentative of each equivalence class of =y that is a subset of Fj, where I = {1,...,t},
and let & = maxycg, |[V(Y')]. The set S; is hardwired in the description of the algorithm.
Let Y1, ...,Y, be the set of progressive representatives in &;. Let F; = F;. Our objective
is to find a representative Y, for G such that

VF,k)e i xZ (GeFk)elle (Yie F k—9(X,Y,)) e IL. (2)

Here, ¥(X,Y;) is a constant that depends on G and Y;. Towards this we define the
following matrix for the set of representatives. Let

AY,,Y;] = THR(Y; & Y, 1T)
13



The matrix A has constant size and is also hardwired in the description of the algorithm.
Now given GG we find its representative as follows.

e Compute the following row vector X = [THR(G & Y3,1I),..., THR(G @ Y,,1I))].
For each Y; we decide whether (G & Y;, k) € II using the assumed algorithm for
deciding II, letting k increase from 1 until the first time (G & Y;, k) € II. Since II
is positive monotone this will happen for some k£ < ((G). Thus the total time to
compute the vector X is O((G)(f(|V(G)| + &, L(Q))).

e Find a translate row in the matrix A(II). That is, find an integer n, and a repre-
sentative Y; such that

[THR(G @ Y1, 1), THR(G @ Y, 1I), ..., THR(G @ Y,, II)]
= [THR(Y; @ Y1, 1I) + ng, THR(Y, ® Y5,11) + ny, ..., THR(Y; @ Y, IT) + ny]

Such a row must exist since S; is a set of representatives for II; the representative
Y, for the equivalence class to which G' belongs, satisfies the condition.

e Set Y, to be G* and the translation constant to be —ny.
From here it easily follows that G = G*. This completes the proof. O]

We remark that the algorithm whose existence is guaranteed by the Lemma 4 assumes
that the set S; of representatives are hardwired in the algorithm. In its full generality
we currently don’t known of a procedure that for problems having FII outputs such a
representative set. The application of Lemma 4 makes our kernelization algorithm non-
constructive.

4 Generalized Protrusions and Slice-Decomposition

In this section our objective is to show that in polynomial time we can partition the graph
G into parts that satisfy certain properties. To obtain our decomposition we need to use
a more general notion of protrusion. Recall that a protrusion in a graph is a subgraph of
constant treewidth which is separated from the rest of the graph by at most a constant
number of vertices. In our variant of protrusions, instead of stipulating that the subgraph
be of constant treewidth, we ask that it contains a constant number of vertices from a
solution. More precisely, we need the following kind of protrusions.

Definition 13. [r-DS-protrusion] Given a graph G, we say that a set X C V(G) is an
r-DS-protrusion of G if the number of vertices in X with a neighbor in V(G) \ X is at
most r and there exists a subset S C X of size at most r such that S is a dominating set

of G[X].

The notion of a r-DS-protrusion X differs from a protrusion in the following way. In a
protrusion tw(X) is at most r, while in a r-DS-protrusion we require that the dominating
set of the graph induced by X is small. In the case of a r-DS-protrusion, the treewidth
could be unbounded. One can similarly define the notion of a r-II-protrusion for other
graph problems II. Next we define a r-CDS-protrusion.
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Definition 14. [r-CDS-protrusion| Given a graph G, we say that a set X C V(G) is
an r-CDS-protrusion of G if the number of vertices in X with a neighbor in V(G)\ X is
at most r and there exists a subset S C X of size at most r such that for every connected
component C' of G[X] we have that SN C is connected and is a dominating set for C.

A natural question is what can we do if we get a large r-DS-protrusion (or r-CDS-
protrusion). The next lemma shows that in that case we can replace it with an equivalent
small graph. We will also need the following. Let G be a graph class. Given a parame-
terized graph problem II and a graph class G, we denote by Il m G the problem obtained
by removing from II all instances that encode graphs that do not belong to G. Our result
is as follows.

Lemma 5. Let H be a fized graph. For everyt € Z7T, there exist a § € Z* (depending on
DS (CDS), t and H), and an algorithm A such that given a t-DS-protrusion X (t-CDS-
protrusion) with boundary 0(X), |V(X)| > &, and H A7 X, A outputs in O(|V(X)])
time (|V(X)|°M) time), a t-boundaried graph X' such that H 47 X' (H %, X') and
X =ps X' (X =cps X') and |V(X')| < &. Moreover in the same time we can also find

the translation constant ¢ from X to X'.

Proof. Let G be the class of graphs that excludes H as a topological minor. For every
t € Z" let & be the constant as defined in Lemma 4. It is known that DSmG (CDSMG)
is FII [12, 13] and monotone (see [13, Lemmas 7.3 and 7.4]). Furthermore, DS and CDS
can be solved in time O((hk)"n) [5, Theorem 4] and O(k°"*)kpCM) [45 Theorem 1]
respectively. Here, h = |V (H)| and k is the parameter in the definitions of DS and CDS.
We use these algorithms in Lemma 4 with the parameter value being r. That is, k :=r.
Thus, if [V(X)| > & then by Lemma 4 in time O(|V(X)]) (|[V(X)|°®), we can obtain a
t-boundaried graph X’ such that X =ps X’ (X =cps X'), |[V(X')| < & and H A7 X'.
The last assertion that H A X’ follows from the fact that DSMG is FII and thus all the
graphs in the set of representatives with respect to =pg belong to G. Moreover, in the
same time we can also find the translation constant ¢ from X to X’ as done in Lemma 4.

Let G* be the class of graphs that excludes a fixed graph H as a minor. It is known
that DSMG* (CDSMG*) is FII [12, 13] and monotone. Thus, as in the case of G, we can
obtain a t-boundaried graph X' such that X =pg X’ (X =cps X'), |V(X')| < & and
H <L, X' O

Throughout this section we work on a graph G that excludes a fixed graph H as a
topological minor. Here, h will denote |V (H)].

Furthermore, we assume that we have a (connected) dominating set D such that
the size of D is at most n(H)-factor away (3n(H)-factor away) from the size of an
optimal (connected) dominating set of G, obtained by applying Lemma 1 (Lemma 2)
on the input graph G.

Let (M,V) be a tree-decomposition of a graph G. For a subtree M; of M, we de-
fine £(M;) as the set of edges in M such that it has exactly one endpoint in V' (M;).
Furthermore we define R} = ¥(M;) and

T(M;) :== G[R]U UeES(MZ-) E(K[k(e)]).
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In plain words, R;” denotes the union of bags corresponding to the nodes in M; and 7(M;)
is the graph induced on R;" with “external adhesions” being torsoed.
Our main objective in this section is to obtain the following («, §)-slice decomposition

for a = g = O(k).

Definition 15. [(«, 3)-slice decomposition| Let H be a fized graph and let G be a graph
with H Ar G. Let (M,WV) be the tree-decomposition given by Theorem 1. An («,()-
slice decomposition of a graph G is a collection P of pairwise vertexr disjoint subtrees
{My,..., M.} of M such that the following hold.

b U1§z‘ga U(M;) = U1§z‘§a <UteV(Mi) ‘I/(t)) = V(G)

o There exists a graph H* whose size only depends on h, such that each T(M;) is
either H*-minor-free or has at most h vertices of degree at least h.

«

S Y kel <n

i=1 \ ec&(M;)
We refer to the sets R}, i € {1,...,a}, as the slices of P.

Essentially, the slice decomposition allows us to partition the input graph G into
subgraphs Cy, C4, ..., Cy, such that |Cy| = O(k); for every i > 1, the neighbourhood
N(C;) € Cp, and ) ..., |N(C;)| = O(k). To see this consider an instance (G, k) of DS,
where G excludes a fixed graph H as a topological minor. Now obtain an (a, 3)-slice
decomposition for o = § = O(k) for G. We take

«

C() = U (UGEE(Mi)K(e)> )

i=1

and C; = U(M;)\ Cp. One can easily verify that this partition of V' (G) satisfies the stated
properties. This is the decomposition we were talking about in the introduction.
Now we give a definitions that is useful in our procedure to find the slice decomposition.

Definition 16. Let (M, V) be the tree-decomposition of a graph G given by Theorem 1.
For a subset Q C V(G) and a subtree M of M we define pn(M',Q) = |V (M') N Q.

Let (M, W) be the tree-decomposition of a graph G given by Theorem 1. If we delete
an edge e = wv € E(M) from the tree M then we get two trees. We call the trees as M,
and M, based on whether they contain u or v.

Definition 17. Let (M, W) be the tree-decomposition of a graph G given by Theorem 1 and
D be the assumed dominating (connected) set of G. We call a tree edge e = uv € E(M)
heavy if u(My, D) > h+1 and w(M,,D) > h+1. We use F to denote the set of heavy
edges.
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Our main lemma in this section shows that in polynomial time we can find an (O(k), O(k))-
slice decomposition or a large r-DS-protrusion (or r-CDS-protrusion) or a large protru-
sion. In the latter cases we can apply either Lemma 5 or a similar lemma developed
in [12, Lemma 7] for protrusions and reduce the graph.

Before we prove the main result of this section, we prove some combinatorial properties
of the set F. Given F, by subgraph of M formed by the edges in F we mean a subgraph
of M whose vertex set consists of the end points of edges in F and the edge set is F.

Lemma 6. Let M* be the subgraph of M formed by the edges in F. Then M* is a subtree
of M.

Proof. Clearly, M* is a forest as it is a subgraph of M. To complete the proof we need to
show that it is connected. We prove this using contradiction. Suppose M* is a forest and
M; and M}, i # j, are two maximal subtrees in M*. Then we know that there exists a
path P in M such that the first and the last edges are heavy and the path P contains
a light edge. Furthermore, we can assume that the first edge, say w;v;, belongs to M/
and the last edge, say u;v; belongs to M;. Let a light edge on the path be xy. Now
when we delete the edge zy from M we get two trees M, and M,. We know that either
M C M, and M; C M, or vice versa. Suppose M C M, and M;‘ C M,. Since M;
contains the heavy edge u;v; we have that p(M,, D) > h+ 1. Similarly we can show that
pu(My, D) > h+ 1. This shows that zy is a heavy edge, contradicting that zy is light.
One can similarly argue that xy is a heavy edge when M C M, and M; C M,. This
contradicts our assumption that M* is not a subtree of M. This completes the proof of
the lemma. O

For our next proof we first give some well known observations about trees. Given a
tree T', we call a node leaf, link or branch if its degree in T is 1, 2 or > 3 respectively. Let
S>3(T) be the set of branch nodes, S3(T") be the set of link nodes and L(T') be the set of
leaves in the tree T'. Let &5(T) be the set of maximal paths consisting entirely of link
nodes.

Fact 1. [Ss3(T)| < |L(T)| — 1.
Fact 2. |2,(T)| < 2|L(T)| - 1.

Proof. Root the tree at an arbitrary node of degree at least 3. If there is no node of
degree 3 or more in T' then we know that 7" is a path and the assertion follows. Consider
T'[S2] which is the disjoint union of paths P € 92,(T). With every path P € P(T), we
associate the unique child in 7" of the last node of this path (furtherest from the root) in
T. Observe that this association is injective and the associated node is either a leaf or a
branch node. Hence

| Zo(T)| < [L(T)| + |S>5(T)| < 2[L(T)| — 1
follows from Fact 1. O
Lemma 7. Let M* be the subgraph formed by the edges in F. If (G, k) is a yes instance of

DS (CDS) then (a) |[L(M™)| < n(H)k; (b) |S>s(M*)| < n(H)k—=1; and (c) |25(M”)| <
2n(H)k — 1. Here n(H) is the factor of approximation in Lemma 1 (Lemma 2).

17



Proof. Root the tree at an arbitrary node r of degree at least 3 in M*. If there is no node
of degree 3 or more in M* then we know that M* is a path, and the proof follows. We
call a pair of nodes u and v siblings if they do not belong to the same path from the root
r in M*. Observe that all the leaves of M* are siblings.

Let D be an approximate solution to DS (CDS) returned by applying Lemma 1
(Lemma 2) on G. Since (G, k) is a yes instance we have that |D| < n(H)k. Let wy, ..., wy
be the leaves of M* and let eq, ..., e, be the edges in M* incident with wy, ..., wy, respec-
tively. To prove our first statement we will show that for every i, we have a vertex ¢; € D
such that ¢; € y(w;) and for all j # 7, ¢; ¢ y(w;). This will establish an injection from
the set of leaves to the dominating set D and thus the bound will follow. Towards this
observe that since the edge e; is heavy, we have that |y(w;) N D| > h + 1. Furthermore,
for every pair of vertices w;, w; € L(M*), w; # w;, we have that |y(w;) Ny(w;)| < h. The
last assertion follows from the fact that for a pair of siblings w; and w; the only vertices
that can be in the intersection of vy(w;) and v(w,;) must belong to both o(w;) and o(w;).
However, the size of any o(w;) is upper bounded by h. This together with the fact that
|v(w;) N D| > h+ 1 implies that for every i, we have a vertex ¢; € D such that ¢; € vy(w;)
and for all j # 7, ¢; ¢ y(w;). This implies that |L(M™*)| < |D|. However since (G, k) is a
yes instance to DS we have that |D| < n(H)k. This completes the proof of part (a) of
the lemma. Proofs for part (b) and part (c) of the lemma follow from Facts 1 and 2. O

Before we prove our next lemma we show a lemma about dominating sets of subgraphs
of G.

Lemma 8. Let H be a fized graph and let G be a graph with H A7 G. Let (M, V) be the
tree-decomposition of G given by Theorem 1 and let D be a dominating set of G. If M’
15 a subtree of M, then

DNy(M U

(DNEAL) U wle)

is a dominating set for G[V(M")].
Proof. The proof follows from the fact that DNW(M’) dominates all the vertices in W(M')
except possibly the ones that have neighbors in V(G) \ (Ueeg () £(e)). Thus,

(DAVOD) U k)

is a dominating set for G[W(M’)]. O

Let Py,..., Py be the paths in P5(M*). We use s; and t; to denote the first and the
last vertices, respectively, of the path P;. Since P; is a path consisting of link vertices,
we have that s; and ¢; have unique neighbors s} and ¢} respectively in M*. Observe that
since M* is a subtree of M, we have that for every i, P; is also a path in M. If we delete
the edges s;s; and t/t; from the tree M, then there is a subtree of M that contains the
path P;; we call this subtree M(P;). For any two vertices a and b on the path P; we
use P;(a,b) to denote the subpath between a and b in P;. Furthermore for any subpath
Pi(a,b), if we delete the edges incident to a and b on P; and not present in P;(a,b) from
the tree M, then there is a subtree of M that contains the path P;(a,b); we call this
subtree M (Pi(a,b)).

Now we recall the definition of &. Let IT be a monotone parameterized graph problem
that is FII. Then for every t € N, there exists a { € Z* (depending on IT and ¢), such
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that, given a t-boundaried graph G with |V(G)| > &, there exists a t-boundaried graph
G* such that G = G* and |V(G*)| < &. In the next lemma we show that if any of the
paths is “too long” then using a simple application of pigeonhole principle we can get a
2h-DS-protrusion. We use | P;| to denote the number of vertices in the path P;.

Lemma 9. Let (G,k) be an instance of DS (CDS) and let Pi,..., P, be the paths in
Po(M*). Further, let D be a dominating set of G. Then, for some path P;, i € {1,...,(},
if |Pi| > &n(2(2h + k;) + 1) then G contains a 2h-DS-protrusion (2h-CDS-protrusion)
of size at least &op,. Here, ki = |DNY(M(F;))|. Furthermore, we can find such a 2h-DS-
protrusion (2h-CDS-protrusion) in polynomial time.

Proof. Let P; be the the path such that |P;| > 2&,(|D N W (M(P;))|. Let P, := s; =
ai---aj, =t;. For every vertex

we <D N \P(M(R))) U k(sisT) U k(L))

we mark two vertices of the path P;. We mark the first and the last vertices on P;, say
al e and a’,.., such that w € ¥(al, ) and w € ¥(a!,.). That is, w € ¥(als ) and
w € ¥(d',,,) and for all z < wfirst or z > wlast we have that w ¢ ¥(a’). This way we will
only mark at most 2(2h + |[D NV (M (P;))|) = 2(2h + k;) vertices of the path P;. However
the path is longer than 2&5,(2h + k;) and thus by the pigeonhole principle we have that
there exists a subpath of P, say P;(al, a;,), such that no vertex of this subpath is marked
and |P;(a, al)| > &ap. Let W = W(M(Pi(al,a}))). Let a* and b* be the neighbors of a,
and a; respectively that are not present on P;(a’, a;). Clearly, the only vertices in W
that have neighbors in V(G) \ W belong to s(ala*) U k(a}b*). Thus the vertices in W
that have neighbors in V' (G) \ W is upper bounded by 2h. Furthermore, since no vertex
on the path Pj(al,a;) is marked, we have that all the vertices in D belonging to W also
belong to r(ala*)Uk(aib*). Then by Lemma 8, we have that x(a},a*) Us(a,b*) dominates
all the vertices in W. Furthermore, in (M, ¥), no bag is contained in another and thus
|W| > &, (see discussion after Theorem 1). This shows that W is a 2h-DS-protrusion of
the desired size. ]

The final result of this section is the following decomposition lemma.

Lemma 10. Let H be a fixed graph and Cy be the class of graphs that excluds a fized
graph H as a topological minor. Then there exist two constants 01 and dy (depending on
DS (CDS)) such that given a yes instance (G, k) of DS (CDS), in polynomial time, we
can either find

e a (01k,09k)-slice decomposition; or
e a 2h-DS-protrusion (or 2h-CDS-protrusion) of size more than o, or;
e an h'-protrusion of size more than &, where h' depends only on h.

Proof. Let (G,k) be a yes instance of DS (CDS). This implies that the size of the
(connected) dominating set D returned by Lemma 1 (Lemma 2) is at most n(H)k. Let
M* be the subtree of M formed by heavy edges. By Lemma 7, we know that

(a) [L(M™)| < n(H)E;
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M M, M M — E(M™)

Figure 2: An illustration of the decomposition. The heavy edges are shown in red.

(b) |S>3(M*)| <n(H)k —1; and
(c) | Po(M*)] < 2n(H)k — 1.

Recall that for every path P, € P5(M*), we defined k; = |D N W(M(F;))]. If for any
path P, € Py(M*) we have that |P;| > &5n2(2h + k;) then by Lemma 9 G contains a
2h-DS-protrusion of size at least &, and we can find this protrusion in polynomial time.
Thus we assume that for all paths P, € Z2(M*) we have that |P;| < &p(2(2h + ki) + 1).

Let & denote the number of vertices in DNW(M (P;)) that are not present in any other
DN Y (M(P;)) for i # j. Furthermore, for all i # j we have that

U(M(P)) N DN Y(M(P;)| < h.

The last assertion is based on the following arguments. The sets W(M (F;)) and W(M (P;))
can be separated by a separator of size at most h and the vertices of D that appear in
both sets are present in this separator. Observe that k; < 2h + k7. This implies that

[VM®)| = [L(M")] +[Szs] + |52]
< nHk+nHk—1+ ) (4h+2k; +2)&,
PjE@Q(M*)
2n(H)k — 1+ (4h + 2)| P(M7)[Ean + Z 2(2h + k5 )&on
PjePy(M*)
2n(H)k =1+ (8h +2)| 25 (M")|&an + 2| D|Ean
(2 + (16h + 4)&an + 28an)n(H )k

<
<

Let T' = (2 + (16h + 4)&yp, + 2&,)n(H)E. This implies that the number of heavy edges
is upper bounded by |F| < T — 1. Let Mj,..., M, be the subtrees of M obtained by
deleting all the edges in M*, that is, by deleting all the edges in F, see Fig. 2 for an
illustration. Note that

a <T = (24 (16h + 4)&yp + 2&n)n(H ).

We now argue that either the collection My, ..., M, forms a (d1k, d2k)-slice decomposition
of G or we have found a 2h-protrusion or a 2h-DS-protrusion of size more than &y, in G.

First we show that N
S Inel) = o).

=1 eeS(Mi)
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Note that by construction, each e € £(M;) is a heavy edge. Now observe that each e
belongs to at most 2 distinct edge sets £(M;), we have that

S5 k@< (2 > Ise)] ] < 2nF < 2t
)

1=1 ec&(M; e€E(M*)=F

We set 0y = 2h(2 + (16h 4 4)&ap + 2&2,)n(H ), and 01 = ¢. Since a = O(k) we have that
d1 is a constant; indeed av < T' = (2 + (16h + 4)&ap + 2801)n(H k.

Since M* is connected we have that for every tree M; there is a unique node in M,
that is incident with edges in F. We denote this special node by r;. We root the tree M;
at r;. Let w be a child of r; in M and let M, and M,, be the subtrees of M obtained
after deleting the edge r;w. Since at least one edge incident with r; is heavy we have that
w(M,,, D) > h+ 1. However the edge m;w is not heavy and thus it must be the case that
w(My, D) < h. Let W = ¥(M,,). Then by Lemma 8, we have that (D N W) U k(r;w) is
a dominating set of size at most 2h for G[W]. Furthermore, the only vertices in W that
have neighbors in V(G) \ W belong to x(r;w) and thus its size is also upper bounded
by h. This implies that if || > &, then it is a 2h-DS-protrusion of size at least £y,.
Thus from now onwards we assume that this is not the case. This implies that for every
subtree rooted at r; and every child w of r; we have that |W = ¥(M,,)| < &p,. Next we
look at 7(r;) and based on its type. Recall from Theorem 1 that they are of the following

types.

Case 1: 7(r;) has at most h vertices of degree larger than h. In the case we
show that there exists an h* depending only on h such that either 7(M;) has at most
h* = &y, + h vertices of degree larger than h*, or G contains an h/-protrusion of size
more than &,. Here, h' = &, + h. Suppose some vertex v in 7(r;) has degree at most
h in 7(r;), but has degree at least h* in 7(M;). Let N be the closed neighbourhood of v
in 7(r;) and N’ be the neighborhood of v in 7(M;). Each vertex in N'\ N must lie in
a connected component C' of 7(M;) \ N on at most &y, vertices. Towards this, observe
that no vertex in C' sees any vertex outside N even in the graph G. Thus, if |C| > &,
we will get 2h-DS-protrusion. Let X be N plus the union of all such components. By
assumption [N’ \ N| > &,1¢,, and hence | X| > &4e,,. Finally, the only vertices in X
that have neighbors outside of X in G are in N, and |N| < h. The treewidth of G[X]
is at most &, + h since removing N from X leaves components of size &,. Thus X is
an h'-protrusion of size more than &,,. If no such X exists it follows that every vertex of
degree at most h in 7(r;) has degree at most h* in 7(M;). The vertices of 7(M;) that are
not in 7(r;) have degree at most &, + h < h*. Thus 7(M;) has at most h < h* vertices
of degree at least h*.

Case 2: 7(r;) is h-nearly embedded in a surface ¥ in which H cannot be
embedded. In the case we have that 7(r;) excludes some graph H’ depending only on h
as a minor. The graph 7(M;) can be obtained from 7(r;) by joining constant size graphs
(of size at most &y,) to vertex sets that form cliques in 7(r;). Thus there exists a graph
H* depending only on h such that 7(M;) excludes H* as a minor. This completes the
proof of this lemma. O
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5 Kernelization Algorithm for DS

In this section we use the slice decomposition obtained in the last section to obtain linear
kernels for DS and in the next section outline an algorithm for CDS.

Given an instance (G, k) of DS we first apply Lemma 1 and find a dominating set
D of G. If |D| > n(H)k we return that (G, k) is a NO instance of DS. Else, we apply
Lemma 10 and

e cither find a (d1k, d2k)-slice decomposition; or
e a 2h-DS-protrusion X of G of size more than &;,; or
e a h/-protrusion of size more than &, where h’ depends only on h.

In the second case we apply Lemma 5. Given X, by making use of Lemma 5, we obtain
a boundaried graph X’ such that |X’| < &, and X =pg X'. We also compute the
translation constant ¢ between X and X’. Now we replace the graph X with X’ and
obtain a new equivalent instance (G’, k+c). See Definition 7 for the notion of replacement.
(Recall that ¢ is a non-positive integer.) In the third case we apply the protrusion
replacement lemma of [12, Lemma 7] to obtain a new equivalent instance (G', k") for
k' < k with |[V(G")] < |[V(G)|. We repeat this process until Lemma 10 returns a slice
decomposition. For simplicity we denote by (G, k) itself the graph on which Lemma 10
returns the slice decomposition. Since the number of times this process can be repeated
is upper bounded by n = |V(G)|, we can obtain a (4 k, dok)-slice decomposition for (G, k)
in polynomial time.

Let P be the pairwise vertex disjoint subtrees { My, ..., M,} of M coming from the slice
decomposition of G. Recall that R = W(M;). Let Qi = U, ceqs, 5(e), Bi = (DNR)UQ;
and b; = |B;|. In this section we will treat G; := G[R;'] as a graph with boundary B;.
Observe that by Lemma 8, it follows that B; is a dominating set for G;.

We have two kinds of graphs G;. In one case we have that G; is H*-minor-free for a
graph H* whose size depends only on h. In the other case we have that the graph G; has
at most h' vertices of degree at least h'. To obtain our kernel we will show the following
two lemmas.

Lemma 11. There exists a constant 0 such that if G is a graph with boundary S such
that S is a dominating set for G and G has at most h' vertices of degree at least ', then
in polynomial time, we can obtain a graph G' with boundary S such that

G =ps G and [V(G")] < 6/8].

Furthermore we can also compute the translation constant ¢ of G and G’ in polynomial
time.

The second lemma is for H-minor-free graphs.

Lemma 12. There exists a constant & such that given an H-minor-free graph G with
boundary S such that S is a dominating set for G we can obtain, in polynomial time, a
graph G' with boundary S such that

G’ =ps G and |V(G)| < 8]8].

Furthermore we can also compute the translation constant ¢ of G and G in polynomial
time.
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Once we have proved Lemmas 11 and 12, we construct the linear sized kernel for DS
as follows. Given the graph G we obtain the slice decomposition and check if any of G;
has size more than 6b;. (Recall that B; = (DN R ) U Q; and b; = |B;|.) If yes then we
either apply Lemma 11 or Lemma 12 based on the type of G; and obtain a graph G’ such
that G; =ps G; and |V(G})| < 6b;. We think G = G; & G*, where G* = G\ (R} \ B;)
as a b;-boundaried graph with boundary B;. Then we obtain a smaller equivalent graph
G' = G*® G, and k' = k + ¢. After this we can repeat the whole process once again.
This implies that when we cannot apply Lemmas 12 or 11 on (G, k) we have that each
of |V(G;)| < 6b;. Furthermore notice that by the definition of the slice decomposition we
have that U%_; R = V(G). This implies that in this case we have the following

[0}

DRI < 0 b= (10l + (DN RH\ Qi)

i=1

= 5321+ DS ID AR\ Qi) < 802k + dn(H)k = O(b)

The last inequality follows from the fact that > | |@;| is upper bounded by the second
component of the slice decomposition and Y | [(D N R;")\ Qil) is upper bounded by the
size of the approximate dominating set . This brings us to the following theorem.

Theorem 2. DS admits a linear kernel on graphs excluding a fized graph H as a topo-
logical minor.

It only remains to prove Lemmas 11 and 12 to complete the proof of Theorem 2.

5.1 Irrelevant Vertex Rule and proofs for Lemmas 11 and 12

For the proofs of Lemmas 11 and 12 we will introduce a reduction rule that removes
irrelevant vertices. If the graph G is Kj/-minor-free then the irrelevant vertex rule will
be used in a recursive fashion. In each recursive step it is used in order to reduce the
treewidth of torsos and hence also the entire graph. Then the graph is split in two pieces
and the procedure is applied recursively to the two pieces. In the leaf of the recursion
tree when the graph becomes smaller but still big enough then we apply Lemma 5 on it
and obtain an equivalent instance.

Let G be a graph given with its tree-decomposition (M, V) as described in Theorem 1,
and 7(t) be one of its torsos. Let S be a dominating set of G, and Z; = A, |A| < h, be
the set of apices of 7(¢). The reduction rule essentially “preserves” all dominating sets
of size at most |S| in G, without introducing any new ones. To describe the reduction
rule we need several definitions. The first step in our reduction rule is to classify different
subsets A’ of A into feasible and infeasible sets. The intuition behind the definition is
that a subset A’ of A is feasible if there exists a set D in G of size at most |S| + 1 such
that D dominates all but S and DN A = A’. However, we cannot test in polynomial time
whether such a set D exists. We will therefore say that a subset A’ of A is feasible if the
n(H)-approximation for DS (Lemma 1) outputs a set D of size at most n(H)(|S| + 2)
such that D dominates V(G) \ (AU S) and DN A = A’. Observe that if such a set D of
size at most |S| 4 1 exists then A’ is surely feasible in the first sense, while if no such set
D of size at most n(H)(]S| + 2) exists, then A’ is surely not feasible (again in the first
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sense). We will frequently use this in our arguments. Let us remark that there always
exists a feasible set A" C A. In particular, A’ = S N A is feasible since S dominates
G. For feasible sets A" we will denote by D(A’) the set D output by the approximation
algorithm.

For every subset A" C A, we select a vertex v of G such that A” C Ng[v]. If such a
vertex exists, we call it a representative of A’. Let us remark that some sets can have
no representatives and some distinct subsets of A may have the same representative. We
define R to be the set of representative vertices for subsets of A. The size of R is at
most 24, For A’ C A, the set of dominated vertices (by A’) is W(A') = N(A")\ A. We
say that a vertex v € V(G) \ A is fully dominated by A" if N[v]\ A C W(A’). A vertex
w € V(G)\ A is irrelevant with respect to A" if w ¢ R, w ¢ S, and w is fully dominated
by A’.

Now we are ready to state the irrelevant vertex rule.

Irrelevant Vertex Rule: If a vertex w is irrelevant with respect to every feasible A’ C A,
then delete w from G.

Lemma 13. Let S be a dominating set in G, and G’ be the graph obtained by applying
the Irrelevant Vertex Rule on G, where w was the deleted vertex. Then G' =pg G.

Proof. We view GG and G’ as graphs with boundary S. Let the transposition constant be
0. To prove that G’ =pg G, we show that given a |S|-boundaried graph G; and a positive
integer ¢ we have that (G @ G1,¢) € DS < (G' ® G1,¢) € DS. Let Z C V(G ® G4) be
a dominating set for G & G of size at most . Let Z, = V(G) N Z. If |Z1| > |S| then
(Z\ Zy)U S is a smaller dominating set for G @ G;. Therefore we assume that |Z;| < |S].
Let A" = ZN A, and observe that A’ is feasible because Z; dominates all but S. If w ¢ Z,
then Z' = Z is a dominating set of size at most ¢ for G’ ® G;. So assume w € Z. Observe
that w € Z; and w ¢ S and therefore all the neighbors of w lie in GG. Since w is irrelevant
with respect to all feasible subsets of A and A’ is feasible, we have that w is irrelevant
with respect to A’. Hence Ngag, (w) \ Noac, (Z \ w) € A. There is a representative
w' € R, w # w (since w ¢ R), such that (Ngge, (w) = Ng(w))NA C Ng(w')NA. Hence
Z'=(ZU{w'}) \ {w} is a dominating set of G’ & G of size at most ¢.

Now, let Z/ C V(G' & G1) be a dominating set of size at most ¢ for G’ ® G;. Let
Z1 =V(G")NZ'. Asin the forward direction we can assume that |Z;] < |S|. We show
that Z’ also dominates w in G & Gy. Specifically Z{ U {w} is a set dominating all but S
in G of size at most |S| + 1 so Z; N A is feasible. Since {w} is irrelevant with respect to
Z1N A, we have w € Ng(Z; N A) and thus Z' is a dominating set for G & G of size at
most ¢. This concludes the proof. ]

For a graph G and its dominating set S, we apply the Irrelevant Vertex Rule exhaus-
tively on all torsos of GG, obtaining an induced subgraph G’ of G. By Lemma 13 and
transitivity of =pg we have that G’ =pgs G. We now prove that a graph G which can not
be reduced by the irrelevant vertex rule has a property that each of its torso has a small
2-dominating set.

Lemma 14. Let G be a graph which is irreducible by the Irrelevant Vertex Rule and
S be a dominating set of G. For every torso T(t) of the tree-decomposition (M,V) of
G, we have that 7(t) \ Z; has a 2-dominating set of size O(|S|). Furthermore if G is a
H-minor-free graph then tw(G) = O(/]9]).
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Proof. Let 7(t)* = 7(t)\ A, where A are the apices of 7(¢). We will obtain a 2-dominating
set of size O(|S]) in 7(¢)*. Towards this end, consider the following set,

Q= U D(AY)URU(S\ A).

A'CA,A’is feasible

The number of representative vertices R and the number of feasible subsets A’ is at most
214 < 2" where h is a constant depending only on H. The size of D(A’) is at most
n(H)(]S| +2) for every A’. Thus |Q| < 2"(n(H)(|S|+2)) + 2"+ |S| = O(|S]). We prove
that @ is a 2-dominating set of V(G)\ A. Let w € V(G)\ A. If w € R or w € S, then @
dominates w. So suppose w ¢ RU S. Then, since w is not irrelevant, we have that there
is a feasible subset A" of A such that w is relevant with respect to A’. Hence w is not fully
dominated by A’ and so w has a neighbour w’ € V(G) \ N[A’]. But w’ is dominated by
D(A") C @, and thus w is 2-dominated by @ in G \ A. Hence G \ A has a 2-dominating
set of size O(]S]).

The graph 7(¢)* can be obtained from G\ A by contracting all edges in E(G\A)\E(7(t)*)
and adding all edges in E(7(t)*)\ E(G'\ A). Since contracting and adding edges does not
increase the size of a minimum 2-dominating set of a graph, 7(¢)* has a 2-dominating set
of size O(|S]). This completes the proof for the first part.

Now assume that G is a H-minor-free graph. It is well known that the treewidth of a
H-minor-free graph is at most the maximum treewidth of its torsos, see e.g.[22]. Thus to
show that tw(G) = O(+/]9]) it is sufficient to show that its torsos have small treewidth.
To conclude, 7(t)* excludes an apex graph as a minor (see, e.g. [46, Theorem 13]) and
it has a 2-dominating set of size O(|S|). By the bidimensionality of 2-dominating set,
we have that tw(7(t)*) = O(\/[S]) [22, 38]. Now we add all the apices of A to all the

bags of the tree-decomposition of 7(¢)* to obtain a tree-decomposition for 7(t) of width
OWVIS]) +h = O(VI5])- O

Let us also remark that Irrelevant Vertex Rule is based on the performance of a poly-
nomial time approximation algorithm. Thus by Lemmas 1, 13 and 14, and the fact that
the treewidth of a graph is at most the maximum treewidth of its torsos, see e.g.[22], we
obtain the following lemma.

Lemma 15. There is a polynomial time algorithm that for a given graph G and a dom-
inating set S of G, outputs graph G' such that G' =ps G and for every torso 7(t) of the
tree-decomposition (M, V) of G, we have that 7(t) \ Z; has a 2-dominating set of size
O(|S|). Furthermore if G is a H-minor-free graph then tw(G) = O(y/]S]).

Before we proceed further, we show the power of Lemma 15 by deriving a simple subex-
ponential time algorithm for DS on H-minor-free graph. This is one of the cornerstone
results in [22] and is based on a non-trivial two-layer dynamic programming over clique-
sum decomposition tree of a H-minor-free graphs. Lemma 15 can be used to obtain
much simpler algorithm. Given a graph GG and a positive integer k we first apply a factor
2-approximation algorithm given in [23, 40] for DS on G and obtain a set S. If the size
of S is more than 2k then we return that G does not have a dominating set of size at
most k. Otherwise, we apply Lemma 15 and obtain an equivalent graph G’ such that
tw(G') = O(Vk). Now applying a constant factor approximation algorithm developed
in [22] for computing the treewidth on G’ we get a tree-decomposition of width O(v/k).
It is well known that checking whether a graph with treewidth ¢ has a dominating set of
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size at most k can be done in time O(3'n®M)) [59]. This together with the above bound
on the treewidth, gives us an alternative proof of the following theorem.

Theorem 3 ([23]). Given an n-vertex graph G excluding a fized graph H as a minor,
one can check whether G has a dominating set of size at most k in time 20(Vk),0(1)

Having Lemma 15 proving Lemma 11 becomes simple.

Proof of Lemma 11. We apply Lemma 15 to G with a decomposition that has a single
bag containing the entire graph and the apices A of the bag being the vertices of degree at
least h’. By Lemma 15, G\ A has a 2-dominating set of size d3]S|. Since all vertices of G\ A
have degree at most 1/ it follows that |V (G)| < b/ + 85]S| + d3h|S| + d3h%|S| < §]S|. O

We need the following well known lemma, see e.g. [9], on separators in graphs of
bounded treewidth for the proof of Lemma 12.

Lemma 16. Let G be a graph given with a tree-decomposition of width at most t and
w: V(G) — {0,1} be a weight function. Then in polynomial time we can find a bag X
of the given tree-decomposition such that for every connected component G[|C| of G\ X,
w(C) < w(V(G))/2. Furthermore, the connected components Cy,...,Cy of G\ X can
be grouped into two sets Vi and Vy such that w <w(V;) < w, for

i€{l1,2}.

Proof of Lemma 12. By (G,S) we denote the graph with boundary S. By Lemma 15,
we may assume that tw(G) = O(,/[S]). We prove the lemma using induction on |S|. Tf
|S| = O(1) we are done, as in this case we know that G is a |S|-DS protrusion. Thus, if
\V(G)| > &) then we can apply Lemma 5 and in polynomial time obtain a graph G* such
that G* =pg G and |V(G*)| < &g. In the same time we can compute the translation
constant depending on G and G* and return it. Thus, we return G* and the translation
constant c.

Otherwise, using a constant factor approximation of treewidth on H-minor-free graphs [35],
we compute a tree-decomposition of G of width d\/m , for some constant d. Now, by
applying Lemma 16 on this decomposition, we find a partitioning of V(G) into V;, V5 and
X such that there are no edges from V; to Va, |X| < dv/]S[+ 1, and [V; N S| < 2|5|/3
for i € {1,2}. Let S’ = S U X. Observe that S’ is also a dominating set.

Let S; = S'N(V4UX) and Ss = S'N(VLUX). Let G; = G[V;UX] and Gy = G[VoU X].
We now apply the algorithm recursively on (G, S1) and (G, S2) and obtain graphs G7,
GY, such that for i € {1,2}, G; =ps G;. Let ¢; and ¢ be the translation constants returned
by the algorithm. Since X C ', we have that S; is a dominating set of GG; and hence we
actually can run the algorithm recursively on the two subcases. The algorithm returns
G and G and translation constants ¢; and co. Let G/ = G} &5 G, and S" = S; U Ss.
We will show that G’ =pg G. Let G5 be a graph with boundary S’ and k be a positive
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integer. Then

((Gy ®5 Gy) ® G3,k) € DS

— ((G1®sG3) ®Gak) € DS

— (G195 G3) ®Ghk+c2) € DS
= ((GyDsG3) ®Gr,k+c) € DS
= ((GhdsG3) ®G, k+ca+c1) € DS
— (Gy®5G) ®Gs,k+ca+c) € DS.

This proves that G’ =pg G. Now we will show that [V (G")| < O(]S)).

Let u(|S]) be the largest possible size of the set |V (G’)| output by the algorithm when
run on a graph G with a dominating set S. We upper bound |V (G’)| by the following
recursive formula.

@) < max L (als]+ay/8T) +u (1 a)IS]) + dv/[ST}

1/3<a<2/3

Using simple induction one can show that the above solves to O(|S|). See for an exam-
ple [40, Lemma 2|. Hence we conclude that |V (G")| = O(|S]|) = O(k). This completes
the proof of the lemma. O

The algorithm of Demaine et al. [23] computing a dominating set of size k in an n-
vertex H-minor-free graph uses exponential (in k) space 20VMn®1) Theorem 2 implies
almost directly the following refinement of Theorem 3.

Theorem 4. Given an n-vertex graph G excluding a fized graph H as a minor, one can

check whether G has a dominating set of size at most k in time 20(VR) 4 n0W) gnd space
(k)W)

Proof. Our algorithm first applies Theorem 2 to obtain a graph with O(k) vertices. Now
we are assuming that the number of vertices in G is n = O(k). We solve a slightly more
general version of domination, where we are given a subset S and the requirement is to
find a set D of size at most k such that for every v € V(G) \ S, N[v] N D # (). When
S = (), the set D is a dominating set of size k. By the separator theorem of Alon et al.
[6] for H-minor-free graphs, one can find in polynomial time a partition of V(G) into V7,
V5 and X such that | X| < O(y/n), there are no edges from V; to V; and |V;| < 2n/3 for
i € {1,2}. The algorithm finds such a partition and guesses how D interacts with X.

In particular, first the algorithm correctly guesses D' = D N X (by looping over all
subsets of X). For each guess, it puts N(D’) into S and removes D’ and S N X from
G (these vertices are already dominated and will not be used in the future to dominate
even more vertices). For every remaining vertex v in X, the algorithm guesses whether
it will be dominated by a vertex in V7, in which case the algorithm deletes all edges from
v to vertices in V5, or by a vertex in V5, in which case the algorithm deletes all edges
from v to vertices in V;. Let V/ be V; plus all the vertices in X \ S that we guessed were
dominated from V;. At this point V| and VJ are distinct components of the instance and
can be solved independently. The running time is governed by the following recurrence.

T(n) =n®W . 20/M 9. T(2n/3) = 200V/™)
The space used is clearly polynomial. This concludes the proof. O
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6 Kernelization algorithm for CDS

The kernelization algorithm for CDS is similar to DS—we also use slice decomposition
to obtain a linear kernel. However, the irrelevant vertex rule is a bit different. The
kernelization algorithm for CDS follows from the results analogous to Lemmas 12 and
11 for DS. For completeness we spell out all the steps.

In particular given an instance (G, k) of CDS we first apply Lemma 1 and find a
dominating set D of G. If |D| > n(H)k we return that (G, k) is a NO instance of CDS.
Else, we apply Lemma 10 and

e cither find (d,k, d2k)-slice decomposition; or
e a 2h-CDS-protrusion of size more than &sp; or

e a h/-protrusion of size more than &, where h’ depends only on h.

In the second case we apply Lemma 5. For a given X, we apply Lemma 5 and construct
a boundaried graph X’ such that |X'| < &) and X =cps X'. We also compute the
translation constant ¢ between X and X’. Now we replace the graph X with X’ and
obtain a new equivalent instance (G’,k + ¢), here we remind that ¢ is a non-positive
integer. In the third case we apply the protrusion replacement lemma of [12, Lemma 7]
to obtain a new equivalent instance (G', k') for k' < k with |V(G")| < |[V(G)|. We repeat
this process until Lemma 10 returns a slice decomposition. For simplicity we denote by
(G, k) itself the graph on which Lemma 10 returns the slice decomposition. The number
of times this process can be repeated does not exceed n = |V(G)| and a (d,k, d2k)-slice
decomposition for (G, k) is constructed in polynomial time.

The pairwise disjoint connected subtrees {My, ..., M,} of M coming from the slice de-
composition of G is denoted by P and we put R} = U(M;). We define Q; = Ueeen) £(e),
B; = (DN R/)UQ; and b; = |B;|. As in the previous section, we treat G; := G[R/] as a
graph with boundary B;. Then by Lemma 8, B; is a dominating set for G;.

For two kinds of graphs G;, we use different reductions. In the first case we have that
the graph G; has at most h’ vertices of degree at least h'.

Lemma 17. There exists a constant 6 such that if G is a graph with boundary S such
that S is a dominating set for G and G has at most ' vertices of degree at least h', then
in polynomial time, we can obtain a graph G' with boundary S such that

G' =cps G and |V(G")] < 6|95
Furthermore we can also compute the translation constant ¢ of G and G’ in polynomial
time.

In the other case we have that G; is H*-minor-free for a graph H* whose size only
depends on h.

Lemma 18. There exists a constant & such that given an H-minor-free graph G with
boundary S such that S is a dominating set for G, in polynomial time, we can obtain a
graph G' with boundary S such that

G' =cps G and |V (G')] < 6|S].

Furthermore we can also compute the translation constant ¢ of G and G’ in polynomial
time.
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In order to obtain the linear sized kernel for CDS the proof of Lemmas 17 and 18
suffices. Indeed, for graph G we obtain the slice decomposition and check if any G; has
size more than 0b;. If yes then we either apply Lemma 17 or Lemma 18 based on the
type of G; and obtain a graph G} such that G =cps G; and |V (G})| < §b;. We view
G = G; ® G*, where G* = G\ (R \ B;) as a b-boundaried graph with boundary B;.
Then we obtain a smaller equivalent graph G' = G* @ G, and k' = k + ¢. After this
we can repeat the whole process once again. This implies that when we can not apply
Lemmas 18 or 17 on (G, k) we have that each of |V(G;)| < 6b;. Furthermore notice that
U, R = V(G). This implies that

DR < 83 b =0 (IR + (DN RH\ Qi)

i=

= 0 1Qil+ X I(DNEN)\ Qif) < 6k + dn(H)k = O(k).

i=1
Thus (subject to the proof of two lemmas) we have the following theorem.

Theorem 5. CDS admits a linear kernel on graphs excluding a fized graph H as a
topological minor.

6.1 Irrelevant Vertex Rule and proofs for Lemmas 17 and 18

As with DS, we will reduce the treewidth of a torso not only in the beginning of the
procedure but also when we apply it recursively. Let G be an H-minor-free graph, S
be a dominating set of G' (not necessarily connected), 7(¢) be one of its torsos, and A,
|A] < h, be the set of apices of 7(t), where h is some constant depending only on H.
We will define a reduction rule that essentially “preserves” all dominating sets of size
at most 3|S| + 3 with “good enough” connectivity properties, without introducing new
such sets. Just as for DS we will say that a subset A’ of A is feasible if the factor n(H)-
approximation for DS (Lemma 1) concludes that there exists a set D of size at most
n(H)(3|S|+ 3) which dominates V(G) \ (AUS) and DN A = A’. If such a set exists and
A’ is feasible we denote this set by D(A’).

Recall, that for DS we had the notion of a representative element for every subset
A’ C A. The representative vertex was crucially used in establishing Lemma 13, where
we used it to simulate all the domination properties of the deleted vertex “w”. We need a
similar notion of representatives for CDS, however here the representatives will be vertex
subsets rather than single vertices. With vertex subsets we will be able to simulate
not only domination properties, but also the connectivity properties of an irrelevant
vertex. More precisely, for every subset A" C A, we compute a minimum size vertex
set T C V(G) \ A such that G[T] is connected and A’ C N[T]. If the size of such a
minimum set is at most 4h, then we say that T' = T(A’) is a representative of A’, and
add all the vertices in T to the set R. Note that |R| < 4h - 2k For each A’ we can test
whether a representative exists in time 2/4'1n01) = 2:pOM) by making a modification of
the algorithm for the Steiner tree problem from [8]. Alternatively we can test it in time
n*"*tOW by brute force. Let Sy, denote the set of vertices in N&t,[S] = N&[S\ Al

Here Néf( 4[w] is the set of vertices at distance at most 4h from w in the graph G\ A (not
in ). The set of vertices covered by A" is W(A") = N[A] \ (AU S U Sy,). Note that a
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vertex in Néf{ 41S] is never covered by a set A’. Let CutVert denote the set of vertices w in
G such that G — {w} has more connected components than G. Observe that if G will be
connected then CutVert is essentially the set of cut vertices. However, for a disconnected
graph it is the union of cut vertices for each connected component.

The definition of an irrelevant vertex with respect to A is different than for DS. A
vertex

w ¢ (SU Sy URU CutVert)

is called irrelevant with respect to A’, if Ngi 4lw] CTW(A'). The irrelevant vertex rule for
CDS is exactly the same as in Section 5 for DS but the correctness proof and analysis is
more complicated. Recall that a subset A’ of A is feasible if the factor n( H)-approximation
for DS (Lemma 1) concludes that there exists a set D of size at most n(H)(3|S| + 3)
which dominates all but S, such that SN A= A"

Irrelevant Vertex Rule: If a vertex w is irrelevant with respect to every feasible A’ C A
then delete w from G.

Lemma 19. Let S be a dominating set in G, and G’ be the graph obtained by applying
the Irrelevant Vertex Rule on G, where w was the deleted vertex. Then G' =cps G.

Proof. We view GG and G’ as graphs with boundary S. Let the transposition constant be
0. To show that G’ =cps G, we show that given any boundaried graph GG; and a positive
integer ¢ we have that (G @ G1,¢) € CDS < (G' ® G1,¢) € CDS. Let Z C V(G @ Gy)
be a connected dominating set for G @& G of size at most £. Observe that since S is a
dominating set of GG, we have that there exists a connected dominating set S C S* such
that |S*| < 3|S| (Proposition 1). Let Z; = V(G)NZ. If | Z,| > 3|S] then (Z\ Z;) US* is
a smaller connected dominating set for G & G;. Thus, we assume that |Z;| < 3|S|. Let
A= Z; N A, and observe that A’ is feasible since Z; dominates all but S and has size at
most 3|S|. If w ¢ Z, then Z' = Z is a connected dominating set of size ¢ for G' & G;. So
assume w € Z. Since w is irrelevant with respect to A" we have that Néf{ Alw] TW(A).

Let ) be the connected component of G & G that contains w. Since, w is not a cut
vertex of GG, we have the following easy observation.

Observation 1. Q \ {w} is connected.

Let Zg = Z N (@ be the connected dominating set of @), |Zg| = p. We will show
that @ \ {w} has a connected dominating set of size at most p and that will show that
(G'®G4,¢) € CDS. Observe that since w € W(A’) and the only vertices that are common
between G and G belong to S, we have that Nib g ) alw] = NG, [w] € V(G)\ Sz

Let X be the vertex set of the connected component of G & G1[Zg N Né’{ 4lw]] that
contains w. If |X| < 4h then there is a subset X’ = T'(N(X) N A) such that X’ C R,
| X’| < |X]|, G[X'] is connected and Ng(X') M A DO Ng(X) N A. Furthermore, since
| X| < 4h we have that every connected component of G & G1[Zg \ X] contains a vertex
of A'. This implies that Z, = (Zg \ X) U X' is connected. Since X C W(A’), and
| X| < 4h we have that Ngeg, (X) = Ng(X). This implies that Ng(X) € Ng(X'UA") C
Neae, (XU A') and thus Zj, is a connected dominating set of size at most p of @ that
avoids w and thus by Observation 1, it is also a connected dominating set of @ \ {w}.
This implies that in this case (G’ & G1,() € CDS.
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Now suppose that | X| > 4h. Let A* = Ng(X) N A. The vertex set A* is a dominating
set of size at most A in the connected graph G[A* U X| and so G|A* U X| has a connected
dominating set X* that contains A* of size at most 3h. Let P be the connected component
of G[X*|\ A that contains w. Notice that |P| < 2h and so there is a connected set P’ C R
such that |P'| < |P| and N(P)N A C N(P') N A. Finally, let Y be the set of vertices in
X that are at distance exactly 4h from w in G\ A. Note that | X \ Y| > 4h —1 (as every
path from w to a vertex in Y has length at least 4h — 1) and that Ng[Y]N A C A*. Set
X'=(X*\P)UP', and Z; = (Zo \ (X \Y)) U X'. We have that [X'| < [X*| < 3h while
[ X\Y| > 4h—1 > 3h. Hence |Z| < |Zg|. Note that G[X'] is connected. Furthermore by
our choice of (X'\Y') we have that every connected component of G& G1[Z \ X] contains
a vertex of Y and hence a vertex of A*. However, A* C X’ and G[X'] (or G ® G1[X"]) is
connected and thus G ® G1[Zp] is connected. Observe that Nege, (X \Y) = Ng(X \Y).
This implies that Ng(X\Y) € Ng(X'UA*) C Ngge, (X'UA*) and thus Zj, is a connected
dominating set of size at most p of () that avoids w and thus by Observation 1 is also a
connected dominating set of @ \ {w}. This implies that in this case (G’ ® G4, ¢) € CDS.

Now we prove the reverse direction. Let Z' C V(G' @ G1) be a connected dominating
set for G’ @ G, of size at most ¢. By Observation 1 we know that @ \ {w} and @ are
connected and thus Z’ is also a connected dominating set of size at most ¢ for G & G.
This concludes the proof. O

Next we prove an auxiliary lemma that upper bounds the number of cut vertices in
terms of the dominating set of the graph.

Cuts and Blocks. A maximal connected subgraph without a cut vertex is called a
block. Every block of a graph G is either a maximal 2-connected subgraph, or a bridge
or an isolated vertex. By maximality, different blocks of G overlap in at most one vertex,
which is then a cut vertex of G. Therefore, every edge of G lies in a unique block and G
is the union of its blocks.

Definition 18. Let A denote the set of cut vertices of G and B the set of its blocks. The
bipartite graph on AU B where a € A and b € B are adjacent when a € b is called the
block graph of G.

Proposition 2 ([26]). The block graph of a connected graph is a tree.

Lemma 20. Let G be a graph and S be a dominating set of G, then the number of cut
vertices in G is upper bounded by |S|. That is, |CutVert| < |S|.

Proof. Let A = CutVert denote the set of cut vertices of G and B the set of its blocks.
Consider the block graph B on AU B. By Proposition 2 we know that B is a tree. Now
we root this tree at some vertex in B. Observe that there is unique association of cut
vertices to its parent — which is a block. We also know that for every cut vertex v that
either v is in S or a vertex in its parent block. However, the blocks are pairwise disjoint

except for the vertices in A. Thus, this implies that there is an injective map from A to
S and hence |CutVert| < |5]. O

Now we are ready to prove the treewidth bounding lemma of this section. Just as for
DS, it is possible to prove that after removing all irrelevant vertices, the treewidth of each
torso in the reduced graph is O(4/|S|). The most important difference is that instead
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of 2-dominating set we construct a 8h-dominating set in the proof. We start with the
following auxiliary lemma that will be useful for the proof.

Lemma 21. There is a polynomial time algorithm that for a given graph G and a domi-
nating set S of G, outputs graph G' such that G' =cps G and for every torso 7(t) of the
tree-decomposition (M, V) of G, we have that 7(t) \ Z; has a 8h-dominating set of size
O(|S|). Furthermore if G is a H-minor-free graph then tw(G) = O(;/]S]).

Proof. Let 7(t)* = 7(t) \ A, where A are the apices of 7(¢). Also, let CutVert denote the
set of cut vertices of G. We will obtain a (4h + 1)-dominating set of size O(|S]) in 7(¢)*.
Towards this end, consider the following set,

Q= U D(A)URU(S\ A) U CutVert.

A'CA,A'is feasible

The size of the set of representative vertices, R, is at most 4h - 2141 < 4h . 2" The
number of feasible subsets A’ is at most 2", where h is a constant depending only on H.
The size of D(A’) is at most n(H)(3|S| + 3) for every A’. By Lemma 20 we have that
|CutVert| < |S|. Thus |Q| < 2"(n(H)(3|S| + 3)) + 4h - 2" +2|S| = O(|S|). We prove that
@ is a (4h + 1)-dominating set of V(G) \ A. Let w € V(G)\ A. If w € Rorw € S or
w € CutVert then ) dominates S. So suppose w ¢ R U S U CutVert. Then, since w is
not irrelevant there is a feasible subset A" of A such that w is relevant with respect to
A’. Hence there exists a vertex w' in Né’{A[w] which is not in W(A"). If w' € Sy, San
denotes the set of vertices in Né’( A15] = Né}{ 419\ 4], then w is 8h-dominated by a vertex
w* € (S\A) CQin G\ A. Otherwise w' is dominated by some w” in D(A’) and hence
w is 4h + 1-dominated by w” € @ in G\ A. Hence G \ A has a 8h-dominating set of size
O(|5])-

The graph 7(¢)* can be obtained from G\ A by contracting all edges in E(G\A)\ E(7(t)*)
and adding all edges in E(7(¢)*) \ E(G \ A). Since contracting and adding edges can not
increase the size of a minimum 8h-dominating set of a graph, 7(¢)* has a 8h-dominating
set of size O(]S|). This completes the proof for the first part.

Now assume that G is a H-minor-free graph. It is well known that the treewidth of a
H-minor-free graph is at most the maximum treewidth of its torsos, see e.g.[22]. Thus to
show that tw(G) = O(,/]S]) it is sufficient to show that its torsos have small treewidth.
To conclude, 7(¢)* excludes an apex graph as a minor (see discussions after Theorem 1)
and it has a 8h-dominating set of size O(]S|). By the bidimensionality of 8h-dominating
set, we have that tw(7(t)*) = O(\/|S]) [22, 38]. Now we add all the apices of A to all
the bags of the tree-decomposition of 7(¢)* to obtain a tree-decomposition for 7(¢)’. Thus
tw(r(1)) < O(/IS]) + h = O(/IS).

Let us also remark that Irrelevant Vertex Rule is based on the performance of a poly-
nomial time approximation algorithm and thus the whole procedure can be implemented
in polynomial time. This concludes the proof. 0

Having Lemma 21 proving Lemma 17 becomes simple.

Proof of Lemma 17. We apply Lemma 21 to G with a decomposition that has a single
bag containing the entire graph and the apices A of the bag being the vertices of degree
at least h’. By Lemma 21, G \ A has a 8h-dominating set of size d3|S|. Since all vertices
of G'\ A have degree at most A’ it follows that |V (G)| < b’ + h'O")g,|S| < §|S]. O
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Proof for Lemma 18 is identical to the proof of Lemma 12, except that we need to use
Lemma 21 in place of Lemma 15. Thus we omit it.

Recently, Bodlaender et al. [10] obtained an algorithm solving CDS on graphs of
treewidth ¢ in time ¢!n®®. Theorem 5 combined with this implies that CDS on H-
minor-free graphs is solvable in time 20(VR) 4 M) To our knowledge, this is the first
subexponential parameterized algorithm for CDS on H-minor-free graphs.

Theorem 6. Given an n-vertex graph G excluding a fized graph H as a minor, one can
check whether G has a connected dominating set of size at most k in time 20(Vh) 1 0

7 Conclusions

In this paper we give linear kernels for two widely studied parameterized problems, namely
DS and CDS, for every graph class that excludes some graph as a topological minor.
The emerging questions are the following two:

1. Can our kernelization results for DS and CDS be extended to more general sparse
graph classes?

2. Can our techniques be applied to more general families of parameterized problems?

Very recently, the first question was answered both positively and negatively by Drange
et al. [30]. In particular, DS admits a vertex-linear kernel on graphs of bounded expansion
and an almost vertex-linear kernel on nowhere-dense graphs. On the other hand CDS
admits no polynomial kernel on graphs of bounded expansion unless coNP C NP /poly.
It is important to point out that methods used by Drange et al. [30] is entirely different
than ours. Their algorithm is completely combinatorial and do not rely on topological
arguments. Our kernelization algorithm for CDS is still the best known. It would be
interesting to see if the combinatorial methods developed in Drange et al. [30] could be
used to design an explicit kernelization algorithm for CDS on graph classes excluding a
fixed graph H as a topological minor.

Acknowledgement. Thanks to Marek Cygan for sending us a copy of [17]. We sincerely
thank all the reviewers for their insightful comments and suggestions.
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