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Abstract: In this paper we propose and
discuss an optimized link state routing protocol,
named OLSR, for mobile wireless networks. The
protocol is based on the link state algorithm and
it is proactive (or table-driven) in nature. It
employs periodic exchange of messages to main-
tain topology information of the network at each
node. OLSR is an optimization over a pure link
state protocol as it compacts the size of infor-
mation sent in the messages, and furthermore,
reduces the number of retransmissions to flood
these messages in entire network. For this pur-
pose, the protocol uses multipoint relaying tech-
nique to efficiently and economically flood its con-
trol messages. It provides optimal routes in terms
of number of hops, which are immediately avail-
able when needed. The proposed protocol is best
suitable for large and dense ad hoc networks.

keywords: routing protocol, link state pro-
tocol, proactive or table-driven protocol, mobile
wireless networks, ad hoc networks

1 Introduction

With the advent of new technologies and the de-
mand for flexibility and ease in working environ-
ment, the use of mobile wireless computing is
growing fast. Besides their use, mobile wireless
networks are assumed to grow in size too. They
can function in independent groups, containing
some tens of nodes up to several hundreds of
nodes. As the network size increases, it becomes
common for the nodes to be dispersed in a larger
area than the radio range of individual nodes.
Under such conditions, one has to employ rout-
ing techniques such that the out of range nodes
may communicate with each other via interme-
diate nodes. This problem of routing in mobile
ad hoc networks is our focus of discussion in this
paper, and a protocol is proposed as a solution.
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Design issues for developing a routing protocol
for wireless environment with mobility are very
different and more complex than those for wired
networks with static nodes. Major problems in
mobile ad hoc networks are (a) limited bandwidth
and (b) high rate of topological changes. Thus
the goal for a routing protocol is to minimize its
control traffic overhead while at the same time, it
should be capable of rapidly adapting to link fail-
ures and additions caused by node movements.
It implies, therefore, that the routing protocol
should work in a distributed manner and it should
be self starting and self organizing. The possibil-
ity of ad hoc networks to grow in size to have large
diameters brings with it the scaling up problem,
possibility of loops in the routes, and inconsis-
tency of information in different parts of the net-
work. Moreover, the existence of uni-directional
links is a real challenge for routing protocols.

2 Reactive versus proactive
routing approach

Different routing protocols try to solve the prob-
lem of routing in mobile ad hoc networks in one
way or the other. In reactive routing approach,
a routing protocol does not take the initiative for
finding a route to a destination, until it is re-
quired. The protocol attempts to discover routes
only “on-demand” by flooding its query in the
network. This type of protocols reduces control
traffic overhead at the cost of increased latency in
finding the route to a destination. The examples
of this kind of protocols are AODV [9], DSR [5]
and TORA [7]. On the other hand, proactive
protocols are based on periodic exchange of con-
trol messages. Some messages are sent locally to
enable a node to know its local neighborhood,
and some messages are sent in entire network
which permit to exchange the knowledge of topol-
ogy among all the nodes of the network. The
proactive protocols immediately provide the re-
quired routes when needed, at the cost of band-



width used in sending frequent periodic updates
of topology. The examples of this kind of pro-
tocols are DSDV [8], STAR [2] and TBRPF [6].
Some protocols use a mixture of the two tech-
niques, i.e., they keep routes available for some
destinations all the time, but discover routes for
other destinations only when required. [3] analy-
ses some routing protocols for ad hoc networks.

3 OLSR (Optimized Link
State Routing) protocol

3.1 Overview

We propose a proactive routing protocol for mo-
bile ad hoc networks, which we call as Optimized
Link State Routing (OLSR). The protocol inher-
its the stability of the link state algorithm. Due to
its proactive nature, it has an advantage of having
the routes immediately available when needed. In
a pure link state protocol, all the links with neigh-
bor nodes are declared and are flooded in the en-
tire network. OLSR protocol is an optimization
of a pure link state protocol for mobile ad hoc net-
works. First, it reduces the size of control pack-
ets: instead of all links, it declares only a subset
of links with its neighbors who are its multipoint
relay selectors (see Section 3.2). Secondly, it min-
imizes flooding of this control traffic by using only
the selected nodes, called multipoint relays, to dif-
fuse its messages in the network. Only the multi-
point relays of a node retransmit its broadcast
messages. This technique significantly reduces
the number of retransmissions in a flooding or
broadcast procedure [10, 12].

Apart from normal periodic control messages,
the protocol does not generate extra control traf-
fic in response to link failures and additions. The
protocol keeps the routes for all the destinations
in the network, hence it is beneficial for the traf-
fic patterns where a large subset of nodes are
communicating with each other, and the [source,
destination] pairs are also changing with time.
The protocol is particularly suitable for large and
dense networks, as the optimization done using
the multipoint relays works well in this context.
More dense and large a network is, more opti-
mization is achieved as compared to the normal
link state algorithm.

The protocol is designed to work in a com-
pletely distributed manner and thus does not de-
pend upon any central entity. The protocol does

not require a reliable transmission for its control
messages: each node sends its control messages
periodically, and can therefore sustain a loss of
some packets from time to time, which happens
very often in radio networks due to collisions or
other transmission problems. The protocol also
does not need an in-order delivery of its mes-
sages: each control message contains a sequence
number of most recent information, therefore the
re-ordering at the receiving end can not make the
old information interpreted as the recent one.

OLSR protocol performs hop by hop routing,
i.e. each node uses its most recent information to
route a packet. Therefore, when a node is mov-
ing, its packets can be successfully delivered to
it, if its speed is such that its movement could be
followed in its neighborhood, at least. The pro-
tocol thus supports a nodal mobility that can be
traced through its local control messages, which
depends upon the frequency of these messages.

3.2 Multipoint relays

The idea of multipoint relays [1] is to minimize
the flooding of broadcast packets in the network
by reducing duplicate retransmissions in the same
region. Each node in the network selects a set
of nodes in its neighborhood, which retransmits
its packets. This set of selected neighbor nodes is
called the multipoint relays (MPRs) of that node.
The neighbors of any node N which are not in
its MPR set, read and process the packet but do
not retransmit the broadcast packet received from
node N. For this purpose, each node maintains
a set of its neighbors which are called the MPR
Selectors of the node. Every broadcast message
coming from these MPR Selectors of a node is
assumed to be retransmitted by that node. This
set can change over time, which is indicated by
the selector nodes in their HELLO messages (see
Section 4.1).

Each node selects its multipoint relay set
among its one hop neighbors in such a manner
that the set covers (in terms of radio range) all
the nodes that are two hops away. The multi-
point relay set of node N, called MPR(N), is an
arbitrary subset of the neighborhood of N which
satisfies the following condition: every node in
the two hop neighborhood of N must have a bi-
directional link toward M PR(N). The smaller is
the multipoint relay set, the more optimal is the
routing protocol. Figure 1 shows the multipoint
relay selection around node N.
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Figure 1: Multipoint relays

OLSR protocol relies on the selection of multi-
point relays, and calculates its routes to all known
destinations through these nodes, i.e. MPR nodes
are selected as intermediate nodes in the path. To
implement this scheme, each node in the network
periodically broadcast the information about its
one-hop neighbors which have selected it as a mul-
tipoint relay. Upon receipt of this MPR Selectors’
information, each node calculates and updates its
routes to each known destination. Therefore, the
route is a sequence of hops through the multipoint
relays from source to destination.

Multipoint relays are selected among the one
hop neighbors with a bi-directional link. There-
fore, selecting the route through multipoint re-
lays automatically avoids the problems associated
with data packet transfer on uni-directional links.
Such problems may consist of getting an acknowl-
edgment for data packets at each hop which can-
not be received if there is a uni-directional link in
the selected route.

4 Protocol functioning

4.1 Neighbor sensing

Fach node must detect the neighbor nodes with
which it has a direct and bi-directional link. The
uncertainties over radio propagation may make
some links uni-directional. Consequently, all links
must be checked in both directions in order to be
considered wvalid.

To accomplish this, each node periodically
broadcasts its HELLO messages, containing the
information about its neighbors and their link
status. These control messages are transmitted
in the broadcast mode. These are received by all
one-hop neighbors, but they are not relayed to

further nodes. A HELLO message contains:

e the list of addresses of the neighbors to which
there exists a valid bi-directional link;

e the list of addresses of the neighbors which
are heard by this node (a HELLO has been
received) but the link is not yet validated as
bi-directional: if a node finds its own address
in a HELLO message, it considers the link to
the sender node as bi-directional.

Remark: The list of neighbors in the HELLO
message can be partial, the rule being that all
neighbor nodes are cited at least once within a
predefined refreshing period.

These HELLO messages permit each node to
learn the knowledge of its neighbors up to two
hops. On the basis of this information, each node
performs the selection of its multipoint relays.
These selected multipoint relays are indicated in
the HELLO messages with the link status MPR.
On the reception of HELL O messages, each node
can construct its MPR Selector table with the
nodes who have selected it as a multipoint relay.

In the neighbor table, each node records the in-
formation about its one hop neighbors, the status
of the link with these neighbors, and a list of two
hop neighbors that these one hop neighbors give
access to. The link status can be uni-directional,
bi-directional or MPR. The link status as MPR
implies that the link with the neighbor node is
bi-directional AND that node is also selected as
a multipoint relay by this local node. Each entry
in the neighbor table has an associated holding
time, upon expiry of which it is no longer valid
and hence removed.

The neighbor table also contains a sequence
number value which specifies the most recent
MPR set that the local node keeping this neigh-
bor table has selected. Every time a node selects
or updates its MPR set, this sequence number is
incremented to a higher value.

4.2 Multipoint relay selection

Each node of the network selects independently
its own set of multipoint relays. The MPR set
is calculated in a manner to contain a subset of
one hop neighbors which covers all the two hop
neighbors, i.e., the union of the neighbor sets of
all MPRs contains the entire two hop neighbor
set. In order to build the list of the two hop nodes



from a given node, it suffices to track the list of bi-
directional link nodes found in the HELLO mes-
sages received by this node (this two-hop neigh-
bor information is stored in the neighbor table).
The MPR set need not be optimal, however it
should be small enough to achieve the benefits of
multipoint relays. By default, the multipoint re-
lay set can coincide with the whole neighbor set.
This will be the case at network initialization.
One possible algorithm for selecting these MPRs
is presented in [11], which is analysed in [13] and
[10], and improved in [12].

Multipoint relays of a given node are declared
in the subsequent HELLOQOs transmitted by this
node, so that the information reaches the multi-
point relays themselves. The multipoint relay set
is re-calculated when:

e a change in the neighborhood is detected
when either a bi-directional link with a
neighbor is failed, or a new neighbor with
a bi-directional link is added; or

e a change in the two-hop neighbor set with
bi-directional link is detected.

With information obtained from the HELLO
messages, each node also construct its MPR Se-
lector table, in which it puts the addresses of its
one hop neighbor nodes which has selected it as
a multipoint relay along with the corresponding
MPR sequence number of that neighbor node. A
sequence number is also associated to the MPR
Selector table which specifies that the MPR Se-
lector table is most recently modified with that
sequence number. A node updates its MPR Se-
lector set according to the information it receives
in the HELLO messages, and increment this se-
quence number on each modification.

4.3 MPR information declaration

In order to build the intra-forwarding database
needed for routing packets, each node broadcasts
specific control messages called Topology Control
(TC) messages. TC messages are forwarded like
usual broadcast messages in the entire network.
This technique is similar to the link state tech-
nique used in ARPANET, but it takes advan-
tage of MPRs which enable a better scalability
of intra-forwarding [4].

A TC message is sent periodically by each node
in the network to declare its MPR Selector set,
i.e., the message contains the list of neighbors

who have selected the sender node as a multi-
point relay. The sequence number associated to
this MPR Selector set is also attached to the list.
The list of addresses can be partial in each TC
message, but parsing must be complete within a
certain refreshing period. (In [1], the list of ad-
dresses is mandatorily exhaustive). The informa-
tion diffused in the network by these TC messages
will help each node to build its topology table. A
node which has an empty MPR Selector set, i.e.,
nobody has selected it as a multipoint relay, may
not generate any T'C message.

The interval between the transmission of two
TC messages depends upon whether the MPR
Selector set is changed or not, since the last TC
message transmitted. When a change occurs in
the MPR Selector set, the next T'C message may
be sent earlier that the scheduled time, but af-
ter some pre-specified minimum interval, starting
from the time the last T'C' message was sent. If
this much time has already elapsed, the next TC
message may be transmitted immediately. All
subsequent T'C' messages are sent with the normal
default interval for sending 7'C' messages, until
the MPR Selector set is changed again.

Each node of the network maintains a topology
table, in which it records the information about
the topology of the network obtained from the
TC messages. A node records information about
the multipoint relays of other nodes in this table.
Based on this information, the routing table is
calculated. An entry in the topology table con-
sists of an address of a (potential) destination (an
MPR Selector in the received TC message), ad-
dress of a last-hop node to that destination (orig-
inator of the TC message) and the correspond-
ing MPR Selector set sequence number (of the
sender node). It implies that the destination node
can be reached in the last hop through this last-
hop node. Each topology entry has an associated
holding time, upon expiry of which it is no longer
valid and hence removed.

Upon receipt of a TC message, the following
proposed procedure may be executed to record
the information in the topology table:

1. If there exist some entry in the topology table
whose last-hop address corresponds to the
originator address of the TC'message and the
MPR Selector sequence number in that en-
try is greater than the sequence number in
the received message, then no further pro-
cessing of this TC message is done and it is
silently discarded (case: packet received out
of order).



2. If there exist some entry in the topology table
whose last-hop address corresponds to the
originator address of the TC'message and the
MPR Selector sequence number in that entry
is smaller than the sequence number in the
received message, then that topology entry
is removed.

3. For each of the MPR Selector address re-
ceived in the TC message:

o If there exist some entry in the topology
table whose destination address corre-
sponds to the MPR Selector address
and the last-hop address of that entry
corresponds to the originator address of
the T'C message, then the holding time
of that entry is refreshed.

e Otherwise, a new topology entry is
recorded in the topology table.

4.4 Routing table calculation

Each node maintains a routing table which al-
lows it to route the packets for other destinations
in the network. The nodes which receive a TC
message parse and store some of the connected
pairs of form [last-hop, node] where “nodes” are
the addresses found in the T'C message list. The
routing table is built from this database by track-
ing the connected pairs in a descending order. To
find a path from a given origin to a remote node
R, one has to find a connected pair (X,R), then
a connected pair (Y,X), and so forth until one
finds a node Y in the neighbor set of the origin.
Figure 2 explains this procedure of searching the
[last-hop,destination] pairs in the topology table
to get a complete, connected route from source
to destination. In order to restrict to optimal
paths, the forwarding nodes will select only the
connected pairs on the minimal path. This selec-
tion can be done dynamically and with minimal
storage facilities. The sequence numbers are used
to detect connected pairs which have been invali-
dated by further topology changes. The informa-
tion contained in the intra-forwarding database
(topology table), which has not been refreshed is
discarded. See section 5 for more details.

The route entries in the routing table consist
of destination address, next-hop address, and es-
timated distance to destination. The entries are
recorded in the table for each destination in the
network for which the route is known. All the
destinations for which the route is broken or par-
tially known are not entered in the table.
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Figure 2: Building a route from topology table

The routing table is based on the information
contained in the neighbor table and the topology
table. Therefore, if any of these tables is changed,
the routing table is re-calculated to update the
route information about each known destination
in the network. The table is re-calculated when a
change in the neighborhood is detected concern-
ing a bi-directional link or when a route to any
destination is expired (because the corresponding
topology entry is expired). The re-calculation of
this routing table does not generate or trigger any
packets to be transmitted, neither in the entire
network, nor in the one-hop neighborhood.

The following proposed procedure may be ex-
ecuted to calculate (or re-calculate) the routing
table :

1. All the entries of routing table are removed.

2. The new entries are recorded in the table
starting with one hop neighbors (h = 1) as
destination nodes. For each neighbor entry
in the neighbor table, whose link status is not
uni-directional, a new route entry is recorded
in the routing table where destination and
next-hop addresses are both set to address
of the neighbor and distance is set to 1.

3. Then the new route entries for destination
nodes h + 1 hops away are recorded in the
routing table. The following procedure is
executed for each value of h, starting with
h = 1 and incrementing it by 1 each time.
The execution will stop if no new entry is
recorded in an iteration.

e For each topology entry in topology ta-
ble, if its destination address does not
corresponds to destination address of
any route entry in the routing table
AND its last-hop address corresponds
to destination address of a route entry
with distance equal to h, then a new
route entry is recorded in the routing
table where :



— destination is set to destination ad-
dress in topology table;

— next-hop is set to next-hop of the
route entry whose destination is
equal to above-mentioned last-hop
address; and

— distance is set to h + 1.

4. After calculating the routing table, the topol-
ogy table entries which are not used in cal-
culating the routes may be removed, if there
is a need to save memory space. Otherwise,
these entries may provide multiple routes.

5 Performance analysis

5.1 Route optimality

The main problem is to show that the introduc-
tion of a multipoint relay set as a subset of the
neighbor set does not destroy the connectivity
properties of the network.

Let us take the following model: we consider
a network made up of a set of nodes and a set
of valid links. This network can be seen as an
interconnection graph. We define the usual dis-
tance d(X,Y) which gives the minimal number
of hops between node X and node Y. We also
define dp(X,Y) as the minimal number of hops,
providing that the intermediate relay nodes are
forwarders. We can notice that dr does not define
a distance when some nodes are non-forwarders
because triangle inequality could be not satisfied
every time. In the following, we consider a safe
network: i.e. dp(X,Y) < oo for all pairs of nodes
X andY.

By definition of link validity and since the
HELLO messages are periodically retransmitted,
the neighbor sensing and the election of multi-
point relay nodes can be performed without any
particular problem, except if mobile nodes move
faster than HELLO interval. In the following we
suppose that every node has a multipoint relay
set that covers its two hop neighbor set. We do
not need to assume optimality of the multipoint
relay set.

The last operation is topology information
broadcast. If for any node its multipoint relay set
coincides with its neighbor set, then the TC mes-
sage broadcast will reach any node in a straight-
forward way. In this case the minimal path to a
remote node received via TC messages would be

an optimal path and the routing tables will con-
tain the appropriate information. Our point is
that this property remains valid when multipoint
relay sets are strict subsets of neighbor sets.

We define for any given node the set of multi-
point relays of rank 0 as the node itself and the set
of multipoint relays of rank 1 as the multipoint
relay set itself. Let us define the set of multipoint
relays of rank k + 1, for k integer, as the union
of multipoint relay set of all nodes element of the
multipoint relay set of rank k. In other words,
each element M} of the multipoint relay set of
rank k of a node X can be reached via a path
XM ... My where M; is multipoint relay of X,
and M;,1 is multipoint relay of M;.

Theorem 1 If for two mnodes X and Y,
dr(X,Y) = k + 1, for k integer, then Y is at
distance 1 from the multipoint relay set of rank k
of X.

Proof : By recursion.

The proposition is valid for kK = 0 and k = 1,
by definition of the multipoint relay set. We
suppose the proposition valid for k, and let us
assume a node Y such that dp(X,Y) = k +
2. Therefore there exists an optimal valid path
XF ... F,Fp1Y where the F;s are all forwarder
nodes. We have dp (X, Fyy1) = k + 1, there-
fore Fpy1 is at distance 1 from the multipoint
relay set of rank k. Let M} be the element of
the multipoint relay set of rank k£ of X such that
dp(My, Fr41) = 1; therefore dp(M,Y) = 2 and
Y belongs to the two hop neighbor set of M. Let
M1 be the multipoint relay of My which covers
Y: d(Mgy1,Y) = 1. Since M1 belongs to the
multipoint relay set of rank k + 1 the theorem is
proved.

5.2 Broadcast performance

Theorem 2 For all pairs of nodes X and Y, X
generating and transmitting a broadcast packet P,
Y receives a copy of P.

Proof : By reversed recursion.

We suppose that transmissions are error free
but are subject to arbitrary finite delays. Let k
be the closest distance to Y from which a copy
of packet P has been eventually (re)transmitted.
We shall prove that k = 1.



Let F be the first forwarder at distance k (k >
2) from Y, which has retransmitted P. There ex-
ists a multipoint relay F" of F' which is at distance
k—1ofY. To be convinced: we imagine a path of
length k from F to Y: F,F1,F,...F_1,Y and
we take for F' the multipoint relay of F which
covers Fy).

Since F' received a copy of P the first time from
F (the prior transmitters are necessarily two-hops
away from F'), therefore F' will automatically
forward P: packet P will be retransmitted at dis-
tance k — 1 from Y. The theorem is proved.

Note that if the transmissions are prone to er-
rors, then there is no guarantee of correct packet
reception by the intended destination. But this
is a common problem to all unreliable communi-
cations networks which need upper layer recovery
procedure.

6 Conclusions

For mobile wireless networks, the performance of
a routing protocol is coupled with many factors,
like the choice of physical technology, link layer
behavior, etc. The overall behavior of a protocol
specifies its working domain for which it could
be suitable. OLSR protocol is proactive or table
driven in nature, hence it favors the networking
context where this all-time-kept information is
used more and more, and where route requests for
new destinations are very frequent. The protocol
also goes in favor of the applications which do
not allow long delays in transmitting data pack-
ets. OLSR protocol is adapted to the network
which is dense, and where the communication is
assumed to occur frequently between a large num-
ber of nodes.
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