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Abstract

An admission control algorithm must coordinate between flows in order to provide guarantees about how the medium
is shared. In wired networks, nodes can monitor the medium to see how much bandwidth is being used. However, in ad
hoc networks, communication from one node may consume the bandwidth of neighboring nodes. Therefore, the bandwidth
consumption of flows and the available resources to a node are not local concepts, but related to the neighboring nodes in carrier-
sensing range. Current solutions do not address how to perform admission control in such an environment so that the admitted
flows in the network will not exceed network capacity. In this paper, we present a scalable and efficient admission control
framework –Contention-awareAdmissionControl Protocol (CACP) - to support QoS in ad hoc networks. We demonstrate the
effectiveness of CACP with both mathematical analysis and simulation results.
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I. I NTRODUCTION

The expanded availability of small wireless computers has enabled the design and deployment of mobile ad hoc networks.
Such networks provide the benefit of ease of deployment and independence on any preexisting infrastructure. Many suggested
applications for these networks include multimedia data that require quality of service (QoS) support to provide effective
communication. While many solutions for QoS support have been proposed in wired networks, the differences between wired
and wireless communication demand the design of new solutions for ad hoc networks. Since the nodes in an ad hoc network
must cooperate with each other to provide routing, they must also cooperate with each other to provide QoS support. Such
cooperation includes policing at the endpoints of the flows and admission control along the routes to prevent new flows from
consuming too many resources and disrupting the guarantees made to existing flows. Assuming the support of well-policed
flows, the goal of our research is to provide an effective, scalable admission control protocol for wireless ad hoc networks so
that end-to-end connections with QoS requirements can be established and maintained.

The goal of any QoS support is to provide applications with guarantees in terms of bandwidth, delay or jitter. Providing
such guarantees in a networked environment requires support from multiple layers in the protocol stack. In particular, resource
allocation at individual nodes must consider resources at the MAC layer, while route establishment must consider resources
along the entire route of communication. While many approaches have dealt with such QoS support in wired networks,
the physical characteristics of wireless networks do not lend themselves well to such guarantees. The main problem stems
from the way that wireless nodes share the medium. Essentially, nodes that cannot communicate with each other directly
may still contend directly with each other for the same resources. This affects resource allocation at individual nodes, since
allocation decisions will require communication with nodes outside of its communication range, and along the entire route,
since contention for resources may involve multiple nodes along a route. Our research provides admission control based on
knowledge of these characteristics of wireless communication.

In this paper, we present CACP (Contention-aware Admission Control Protocol), which provides admission control for
flows in an ad hoc network based on knowledge of local resources at a node as well as knowledge of the effect of admitting
the new flow on neighboring nodes. Currently, CACP focuses on QoS support in terms of bandwidth allocation, however
simulations show that by controlling bandwidth allocation, delay and jitter can also be controlled. The novelty of CACP comes
from the fact that neighboring nodes are not limited to nodes in communication range but also include nodes in interference
range (i.e., carrier-sensing range). This expansion of the definition of neighbor brings complexity in terms of communication
overhead. We demonstrate through mathematical analysis and simulations that CACP is effective in terms of overhead, while
maintaining effective use of the available communication resources.

The rest of the paper is organized as follows: Section II presents the characteristics of wireless communication relevant to
admission control in ad hoc networks. Section III discusses the challenges of providing admission control in ad hoc networks.
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Section IV describes how CACP solves these challenges in detail. Section V provides analysis and simulation results of CACP.
Finally, Section VI concludes our work.

II. CHARACTERISTICS OFWIRELESSCOMMUNICATION

Allocation of communication resources is always necessary for communication over a shared medium. In a wired network,
communication resources are well-defined. A node knows that whatever resources it uses will be directly removed from
the pool of resources available to the other nodes sharing the medium. Additionally, all nodes see the same amount of
physical resources available to the pool. In a wireless network, this is no longer true. Essentially, the characteristics of the
shared wireless medium do not provide a unified view of the medium to all nodes. This difference comes from two physical
differences between wired and wireless communication as described in detail in the following subsection. The problem is
increased when considered in the context of an ad hoc network with dynamically moving mobile nodes.

A. Wireless Channels

The first difference between wired and wireless networks lies in the openness of wireless communication channels. Whether
point-to-point or shared, wired links can be isolated to ensure that only authorized devices can use the communication channel.
Wireless links are inherently shared and no such isolation is possible. Any node with a wireless transmitter can simply send
data and contend for the wireless channel. There is also no isolation from other sources that may be using the channel with a
completely different infrastructure (e.g. IEEE 802.11 and Bluetooth) or simply causing noise (e.g. a microwave oven). While
we certainly make no claim to provide a solution for such interference, our approach dynamically monitors the communication
medium to base resource allocation and admission control decisions on the current state of the wireless channel.

The second difference also stems from the physical characteristics of wireless communication. The structures of point-to-
point and shared medium wired networks share the characteristic that nodes can hear each other’s transmission and see the
same channel state. However, for a wireless ad hoc network, the channel no longer maps to a physical medium, but instead
maps to a physical space. Therefore, each node has a different view of the state of the communication channel. Consider the
example in Figure 1. Communication from Node A impacts both Node B, which is inside Node A’s transmission range, and
Node C, which is outside Node A’s transmission range, but inside its carrier-sensing range (typically, carrier-sensing range is
around twice transmission range). Node A may know that it is sharing the channel with Node C, but it can not communicate
directly with Node C since it can not decode Node C’s packets correctly, and so does not know Node C’s identity. Also,
although Node A knows that it is sharing the channel with Node B, it does not know what other nodes are also sharing with
Node B if they are outside Node A’s carrier-sensing range (e.g., Node D in Figure 1). Although Nodes A and B know that they
share the channel with each other, they do not observe the same channel state. Node A knows of Node B and senses Node C,
implying that for Node A, the only nodes sharing the channel are Nodes A, B and the unknown C. Node B, on the other hand,
knows of Nodes A and C and senses Node D. Therefore, Node B sees a channel shared by different nodes than Node A.

A B C D

Figure 1. Contention Between Nodes

This unique structure of wireless channel introduces three challenges.

• Prediction of Available Bandwidth: In shared medium wireless networks, when a node starts to transmit a flow, it
consumes bandwidth at its neighbors. Because each node has a different view of the network, the node cannot decide on
its own whether its neighbors have enough bandwidth for the new flow.

• Contacting Relevant Neighbors: Contacting neighbor nodes is not easy, because a node may consume the bandwidth of
a neighbor, but not be able to directly communicate with that neighbor if the neighbor is located outside transmission
range and inside carrier-sensing range.
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• Prediction of Flow Bandwidth Consumption: Because multiple nodes on a route may contend for bandwidth at a single
location and not know about each other, a node on the route of a flow cannot tell how much bandwidth the flow will
consume at its neighbor nodes.

In Section III, we discuss these challenges in detail and briefly introduce how CACP addresses them.

B. Mobility

While it may be possible to find a feasible route for a flow, there is no guarantee of the stability of the route or that those
resources will remain available. Route instability is caused by the mobility of nodes, which is expected to result in short-lived
links between nodes as the nodes move in and out of range of each other. Mobility will also have an impact on available
bandwidth since available bandwidth may decrease as communicating nodes move into range of each other. During the active
period of a connection, a topological change may break a route or a commitment of service. The period of re-establishment of
the route can take a long time if the network is partitioned or there is no route that has enough bandwidth. Hence, strict QoS,
as in wired networks, cannot be guaranteed in an ad hoc network when mobility is present. We support the idea introduced
in [1] that states that QoS requirements in ad hoc networks should be relaxed to allow a better-than-best-effort service. The
QoS commitment that CACP provides is that no node is going to intentionally break the QoS commitments to the flows in
the network by admitting too many flows. However, when the commitment is broken due to mobility, a notification message
can be sent to the source indicating changes in the route. The source can either search for a new route or reduce its QoS
requirement to accommodate a broken or degraded route.

Since there is no isolation between communicating nodes in ad hoc networks, the management of communication resources
depends on knowledge of communication in the network and network topology. It is challenging to find a solution that balances
the cost of collecting information with the usefulness of that data when mobility is present. This is particularly important when
dealing with admission control. To provide the ideal solution, complete knowledge of the network is needed at the point where
and when decisions are being made. Any delay in collecting that information may result in ineffective QoS management. The
challenge comes from the fact that the mobility in ad hoc networks generates a tension between the benefits of accurate
information and the costs of acquiring that information. Essentially, the limited bandwidth of wireless ad hoc networks
leads to the need to limit any overhead from control information in the network. Additionally, in a mobile ad hoc network,
information gathered about the network will have a limited lifetime since node mobility may change available resources and
topology. Therefore, it is best to collect information as close as possible to the time that it is needed. Unfortunately, if
information is collected too late, the network behavior may become unpredictable. To address mobility, CACP coordinates
admission control in an on-demand fashion and so ties message overhead to the presence of requesting flows. CACP further
limits message overhead by filtering out routes during an initial route discovery phase. In CACP, admission control is only
performed once for flows as they request admission. Since mobility may break routes after a QoS commitment has been made
to a flow, it will be necessary for the routing algorithm and the admission control protocol to either adapt to a patched route
or start from scratch and find a new route. Currently, CACP falls back on the second approach, though we are exploring new
techniques to reduce the need to perform a completely new admission request.

C. Existing Approaches

As discussed in previous subsections, the differences and challenges in wireless mobile ad hoc networks demand a very
different perspective on network QoS management. In current research, TDMA-based approaches are proposed to provide
QoS in wireless ad hoc networks [2][3][4][5][6]. However, such approaches require effective synchronization between all
nodes in the network. Applying highly synchronized solutions in an ad hoc network becomes expensive and synchronization
can fail when the nodes are mobile. The slot allocation algorithm in TDMA schemes is also vulnerable to mobility in the
network since slot allocations must be reconfigured whenever there are changes in available bandwidth or changes to routes
in the network.

As a result, single channel MAC layer scheduling approaches have been suggested to provide resource allocation in ad hoc
networks [7][8][9]. In these approaches, only one channel is shared between all nodes. QoS is realized by coordinating the
transmission schedules of packets between nodes. For example, in [8]and [9], the priority of a node’s head-of-line packet is
piggybacked onto control and data packets. Each node adjusts its backoff time according to the priorities of all its neighbor
flows to achieve priority-based scheduling. In [7], nodes publish random schedules by exchanging seeds. When the schedules
of several nodes collide, a probability that is related to the QoS requirement is used to determine which node can transmit.
Although these approaches are based on localized decisions and, hence, are more flexible in the presence of mobility, they
all focus on the packet level and only deal with resource allocation at individual nodes. They do not address how admission
control can be performed along an entire route so that resources on the whole route can satisfy QoS requirements while at the
same time not deplete the resources assigned to existing flows.
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Recently, some solutions related to admission control in ad hoc networks have been proposed [1][10][11][12][13][14].
However, work such as INSIGNIA [11], MMWN [13] and connectionless routing architecture [14] are very high level so
that no consideration is given to the detailed differences between wired and wireless networks. Others, like SWAN [10],
VMAC [12] and Monarch [1], do not give enough attention to the fact that when making admission control decisions, a node
must not only consider local resources, but also consider resources of its neighbors since it may consume their resources
through contention.

Our work fills this hole through the use of a framework for admission control in ad hoc networks called Contention-
aware Admission Control Protocol (CACP). In CACP, when making admission control decisions, a node considers both local
resources and resources at its neighbors. The challenge to CACP lies in the fact that information about contention cannot as
easily be obtained as in a wired network. Since each node can only observe the amount of its local resources, neighbor resource
information must be collected. Such collection will impose additional overhead and more contention on the network. Our
research addresses these challenges with the goal of providing an effective, scalable admission control protocol for wireless
ad hoc networks so that end-to-end connections with QoS requirements can be established.

III. C HALLENGES OFADMISSION CONTROL IN AD-HOC NETWORKS

The aim of admission control is to determine whether the available resources in a system can meet the requirements of a
new flow while maintaining bandwidth levels for existing flows. As described in Section II-A, the challenges of achieving this
goal in ad hoc networks come from the characteristics of the wireless channel and mainly affect three issues: predicting the
available bandwidth in the network, contacting relevant neighbor nodes and predicting the bandwidth consumption of a flow.
In this section, we discuss these challenges and their possible solutions.

A. Prediction of Available Bandwidth

The first challenge to CACP is evaluating the available bandwidth in the network, so that the bandwidth requirements
of all the flows do not exceed the resources in the network. Since each node sees a different channel state, the available
bandwidth in the network is not simply a local concept. Two terms need to be defined:neighborhood available bandwidth
andlocal available bandwidth. Neighborhood available bandwidth is the maximum amount of bandwidth that a node can use
for transmitting without depriving the reserved bandwidth of any existing flows in its carrier-sensing range. Local available
bandwidth is the amount of unconsumed bandwidth as observed by a given node. Since a node can consume bandwidth
of nodes that are in its carrier-sensing range, the relationship between these two terms is that the neighborhood available
bandwidth for a given node is equal to the smallest local available bandwidth of all the nodes in its carrier-sensing range. To
successfully admit a flow, a node must have enough local and neighborhood bandwidth.

To demonstrate this, we show a simple simulation. In this scenario, there are six mobile hosts configured as shown in
Figure 2.The radio transmission range is 250 meters and the carrier-sensing range is 550 meters. Node A is out of Node C’s
transmission range, but within its carrier-sensing range. Node E is in Node A’s transmission range and is out of Node C’s
carrier-sensing range. Three 750 Kbps CBR flows with packet size of 1000 bytes are established between Nodes E and F,
Nodes A and B and Nodes C and D. At 12 seconds, Node A initiates Flow 1 to Node B. At 22 seconds, Node E initiates Flow
2 to Node F. Finally, at 32 seconds, Node C initiates Flow 3 to Node D. The bandwidth of the wireless channel is 2 Mbps.
Figure 3 shows the changes in local available bandwidth at each source node as the three flows start successively. Figure 4
shows the effect on the throughput and delay for each flow over time.

A B

C D

E F
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Flow 1

Flow 3

Figure 2. Simulation Topology to Demon-
strate Neighborhood and Local Available
Bandwidth
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Figure 4. Throughput and delay of Flow 1, 2 and 3

As shown in Figure 3, after Flows 1 and 2 start, Node C has 1.25Mbps local available bandwidth that is not consumed by
the contention from Flow 1. Therefore, to Node C, there is enough local available bandwidth to admit Flow 3. Therefore,
when Flow 3 starts, it can get its desired throughput and delay as shown in Figure 4. In previous admission control approaches
[1][10][12], since no consideration is given to neighborhood available bandwidth, Node C would admit Flow 3. However,
since Node A is in Node C’s carrier-sensing range, Flow 3 consumes Node A’s local available bandwidth. As shown in
Figure 4, when Node C starts Flow 3, the contention from Flow 3 actually decreases the throughput of Flow 1 by 10% and
increases the delay of Flow 1 dramatically. The reason for the decrease of QoS to Flow 1 is that Node A only has 0.5 Mbps
local available bandwidth before Flow 3 starts, which is not enough for Flow 3. In other words, Node C does not have enough
neighborhood available bandwidth for Flow 3. Therefore, enough local available bandwidth is not sufficient to accept a flow.
There must also be enough neighborhood available bandwidth.

Since local available bandwidth is defined as the unconsumed bandwidth at a given node, each node can determine its own
local available bandwidth by passively monitoring network activities. Our approach uses the fraction of idle channel time
during the past history as an indication of local available bandwidth at a node. It may seem that this approach is too optimistic
since it does not consider two points: first, some of the idle time can not be used due to the backoff algorithm in 802.11;
second, when network load increases, the amount of bandwidth wasted in collision may increase. However, in [15], it is
demonstrated that for 802.11, the amount of idle time and collision time is negligible even when the network is saturated.
Therefore, using the fraction of idle channel time can be a simple and accurate estimator for available local bandwidth.

In general, the communication medium at a node can be perceived as being in four states: transmitting, receiving, noisy
and idle. In the noisy state, a node senses a busy carrier but cannot interpret the content of the message. By monitoring the
amount of time spent in these states, the local available bandwidth for a node can be estimated as follows:

Total Time = Transmitting Time+ Receiving Time+ Noisy Time+ Idle Time

Local Available Bandwidth = Idle Time
Total Time× Channel Capacity

= (1− Transmitting Time
Total Time − Receiving Time

Total Time − Noisy Time
Total Time)× Channel Capacity

To eliminate the effect of temporary variations in bandwidth calculations, the bandwidth estimation can be smoothed to reflect
the long-term load on a node by using a weighted moving average.

B. Contacting Relevant Neighbors

As mentioned in Section II-A, nodes that are inside each other’s carrier-sensing range may not be able to communicate
directly if they are outside of each other’s transmission range. However, since neighborhood available bandwidth is defined
by the local available bandwidth of all neighboring nodes, calculating neighborhood available bandwidth requires actively
exchanging bandwidth information with the nodes in carrier-sensing range. Since each node has a different view of the
network, passively monitoring the network activities cannot provide information about local available bandwidth at other
nodes. In CACP, we examine two approaches that can be used to coordinate the exchange of bandwidth information between
neighboring nodes.
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In the first approach, a node broadcasts queries that have a limited hop count to attempt to reach all nodes in carrier-sensing
range. This approach may not work in some topologies since a small hop count may not reach all nodes in carrier-sensing
range and a large hop count may reach too many nodes. For example, in Figure 5, if Node A sends queries limited to 2
hops, Nodes G and E cannot be reached although they are in carrier-sensing range of Node A. By sending queries limited to
3 hops, Node H is falsely included although it is outside Node A’s carrier-sensing range. Furthermore, although Node B is
within carrier-sensing range of Node A, Node B cannot be reached by the queries no matter how many hops the queries take.
The cost of this approach is based on the number of hops used to reach the neighbors. The first message is broadcast by the
querying node; at each successive hop all neighbors rebroadcast the request. Since all of these transmissions are broadcast at
the MAC layer, the amount of contention introduced by this approach may cause bad hot spots around the querying node and
its n-hop neighbors.

The second approach takes advantage of the power control capabilities of today’s wireless technologies. By allowing the
sender to increase its transmission power to cover the entire carrier-sensing range, the sender can communicate with all nodes
in its carrier-sensing range. The messages with increased power may contend with more nodes than a message at the normal
power level, but to compensate, only one message is needed to reach all nodes in carrier-sensing range. It is important to note
that this technique is only necessary to transfer bandwidth information. Data messages are sent at normal transmission power.

Evaluations of both of these approaches are presented in Section V-A and show that the power-control method imposes less
overhead on the network when on average each node has more than three neighbors in transmission range. In most scenarios,
the node density should be higher than this threshold to maintain connectivity in a network.

C. Bandwidth Consumption

The second challenge for CACP is to quantify the bandwidth that a new flow will consume so that it can be decided whether
the available bandwidth can satisfy the flow’s requirements. Because multiple nodes on the route of a flow may contend for
the bandwidth at a single location and these contending nodes may not know about each other, estimating the bandwidth
consumption of a flow requires not only the rate of flow but also the topology of the network.

For example in Figure 6, Flow X goes through pathA → B → C → D → E. Since Nodes A, B, C, D and E are in
Node F’s carrier-sensing range, they all contend for the bandwidth at Node F. If the rate of Flow X is 2kbps, at least 10kbps
bandwidth is consumed by Flow X at Node F. In general, assume Node P is in carrier-sensing range of N nodes on the route
of an R bps flow. Each of the N nodes consumes R bps bandwidth at Node P. If the flow goes through Node P, the bandwidth
consumption is(R + N × R) bps; if the flow does not go through Node P, the bandwidth consumption is(N × R). We call
the value N thecontention count of the path.

B

A

C
D

E

F

G
H

Figure 5. Multihop Approach

A B C D
E

F

Flow X

Figure 6. Bandwidth Consumption of a Flow

To determine the bandwidth consumption of a flow, every node could learn the up-to-date topology of the whole network
so that the contention count and valid routes for a flow could be immediately calculated. However, this global approach is
inappropriate for mobile environments, imposing heavy message overhead to avoid stale state information. In CACP, we use
a local approach to reduce message overhead by monitoring the nodes in carrier-sensing range of the route of a flow. This
optimization can be used because a flow cannot consume bandwidth at locations that are outside of carrier-sensing range of
its route. Integrated with other parts of CACP, this local approach imposes no additional message overhead on the protocol.
In Section IV-B, the local approach will be explained in detail.
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IV. PROTOCOLDESIGN

CACP (Contention-aware Admission Control Protocol) works with single channel MAC layer protocols such as IEEE
802.11 [16], SEEDEX [7], etc. We use on-demand routing as the base for the design of CACP since it has low message
overhead in the presence of mobility and can be naturally integrated with the local approach of bandwidth consumption
estimation. CACP consists of two parts: route discovery and admission control. When a flow requests communication
resources, the flow specifies its QoS requirements for communicating to the destination node. Route discovery and admission
control are performed to find possible routes that may have enough bandwidth to meet these QoS requirements. Once a route
has been found, the appropriate resources can be reserved on the chosen route.

A. Route Discovery

The aim of route discovery is to find a path between the sender and the receiver that has enough resources for the flow. CACP
uses on-demand route discovery, similar to DSR [17], and performs admission control during the period of route discovery.
When a source node has data to send, it initiates a route request by broadcasting a route request message to its neighbors.
The route request message contains the address of the initiator of the request, the address of the destination and a record of
the sequence of hops taken by the route request packet as it is propagated through the ad hoc network. We call this sequence
of hops thepartial path, which is used during the protocol to determine the contention count of a route and can also be used
to eliminate circular routes. Each node that receives the route request message adds its own address to the partial path and
rebroadcasts the message.

When the intended destination node receives a route request, the destination reverses the partial path in the request message
and sends a route reply message back to the source along that path. The destination node sends one route reply for each
route request it receives. Several reply messages may arrive at the source through different routes. The source chooses one of
these paths to establish the connection and sends a connection request messages along the path indicated by the chosen reply
message. When the destination receives the connection establishment message, a confirmation message is sent back to the
source and communication can start.

B. Distributed Admission Control Algorithm

Route discovery will find possible routes to reach a destination. Admission control must be used to determine which of
these routes can admit the new flow. At each node on the route, admission decisions must be based on the expected bandwidth
consumption of the flow as well as the available bandwidth at the nodes and its neighbors in carrier-sensing range.

Local admission control is used to determine if sufficient local available bandwidth is available at a particular node. This
decision must be based on the expected bandwidth consumption of the flow, which is determined by the contention count of
the flow. To calculate the contention count, information about nodes in carrier-sensing range (including transmission range)
is acquired by monitoring control messages. Information about these nodes is cached in what we call theactive node setand
removed after a period of inactivity to accommodate mobility in the network. Given the nodes in the route of the flow and the
active node set, the contention count can be expressed as:

(Contention Count) = |(Path) ∩ (Active Node Set)|.
Neighborhood admission control is used to determine the impact of admission on all the nodes in carrier-sensing range by

checking the neighborhood available bandwidth. Neighborhood admission control is achieved by broadcasting (via enhanced
power or multihop techniques) an admission request message to all nodes in carrier-sensing range. Each node that receives the
admission request performs local admission control for the flow. If local admission control fails, the node sends an admission
rejection message to the initiator, and the neighborhood admission control fails.

During the route request phase, CACP uses purely local admission control as a first pass to cheaply eliminate routes without
imposing extra message overhead. At this stage before a node rebroadcasts a route request message, the node makes a local
admission control decision. The decision is based on partial information, since the whole route and so the final contention
count of the route is not yet known. Also, since route request messages are sent with normal power, the nodes may only be
aware of their one-hop neighbors by monitoring route request messages, leaving the active node set incomplete.

During the route reply phase, each node that receives the route reply message performs both local admission control
and neighborhood admission control. Neighborhood admission control is used only in this phase for two reasons. First,
neighborhood admission control is expensive since it requires querying neighboring nodes. Therefore, it is important to
avoid using neighborhood admission control on nodes that are not along a viable route to the destination. These nodes are
partly weeded out during the route request phase. Second, during the route request phase, only partial information is known.
Therefore, neighborhood admission control would not be able to provide a final decision and would have to be performed later
anyway.
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Figure 7. Route Request

In the route reply phase, since admission request messages are sent to reach the nodes in carrier-sensing range of the path,
by monitoring the source of these messages, nodes can learn the part of the path that is in their carrier-sensing range and
update their active node sets. Hence, accurate estimations of expected bandwidth consumption can be made in this phase. For
example, assume on the route of a flow, there areM nodesN1, N2, · · ·NM in carrier-sensing range of NodeX. Suppose Node
X subsequently receives admission request messages from each of theM nodes. When the last admission request message
from NodeNM reaches NodeX, the active node set in NodeX includes the entire part of the route that is in its carrier-sensing
range and the correct bandwidth consumption of the flow at NodeX can be calculated.
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Figure 8. Successful Admission Control
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To better illustrate CACP, we present an example of the process of route discovery and admission control in Figures 7, 8
and 9. The tables by the side of the nodes show the active node set of each node. Initially, no node has received any messages
and the active node sets are empty (See Figure 7(a)).

As Node A initiates an X Mbps connection to node D, Node A invokes local admission control. If the flow passes, Node A
broadcasts a route request message with partial path{A} (See Figure 7(b)). When Node B receives the route request message,
it adds Node A to its active node set, updates the partial path to{A, B}, and performs local admission control. The estimation
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of bandwidth consumption of the flow at this time can be expressed as:

Estimated Bandwidth Consumption= (Contention Count (CC) of the Partial Path)×X + X

= |(Partial Path) ∩ (Active Node Set)| ×X + X

= |{A,B} ∩ {A}| ×X + X

= 2X (bps)

If Node B has enough local available bandwidth, Node B will rebroadcast the route request message with partial path{A,B}
(See Figure 7(c)). Nodes A and C receive the message and update their active node sets. Node C performs local admission
control and if the flow is admitted, Node C broadcasts the route request message with partial path{A, B, C} (See Figure 7(d)).
When the destination D receives the route request message, it performs local admission control. If the flow passes the local
admission control, Node D reverses the route and sends a route reply message back to Node C (See Figure 8(a)). When
Node C receives the route reply, it performs neighborhood admission control by broadcasting an admission request message
to all the neighbors in its carrier-sensing range as shown in Figure 9(a). Node A hears the message and adds Node C to its
active node set. Node A knows that the bandwidth consumption of the flow will be 3 X bps sinceCCA = |(Partial Path) ∩
(Active Node Set)| = |{A,B,C,D} ∩ {B,C}| = |{B,C}| = 2 and Node A is on the route of the flow. If Node A’s local
available bandwidth cannot accommodate the flow, it sends an admission rejection message back to Node C and Node C then
informs Node D about the failure of admission. (See Figure 9(a-c)).

If all of Node C’s neighbors in carrier-sensing range have enough local available bandwidth, no node sends an admission
rejection message. Node C forwards the route reply to Node B (See Figure 8(c)). Node B will perform neighborhood admission
control in the same way as Node C and if the flow passes, Node B forwards the message to Node A. After the flow passes
neighborhood admission control at Node A, the routeA → B → C → D is known to have enough bandwidth for the flow.
Finally a connection request message is sent through the route to Node D and reservations are made along the route. When
the connection confirmation message comes back, the data messages can start. This process is depicted in Figure 8(a-h).

C. Resource Reservation

Although the actual resource reservation policies and algorithms are beyond the scope of CACP, CACP provides several
possible choices about when to make reservations. First, the sender can make resource reservations during the route request
phase. This is very conservative and may result in the unnecessary reservation of resources along many failed routes. Second,
it is also possible to make reservations during the reply phase. Such early reservation is some what less conservative, but
resources may still be reserved and never used. However, reservations in the reply phase will reduce the chance of a connection
being rejected during the connection establishment phase due to interference from other simultaneous connection requests.
Finally, reservations can be made during the connection establishment phase, at which point the admission control protocol
has approved the route.

D. Mobility Management

As mentioned in Section II-B, strict QoS can not be guaranteed in ad hoc network since the nodes of an ad hoc network are
inherently subjected to mobility that is outside the network stack’s ability to predict or control. Therefore, it is likely that QoS
violations can be quite frequent in ad hoc networks. A possible method to reduce the frequency of QoS violations is to reserve
some resources for unexpected events, such as when a new node moves into carrier-sensing range of a flow and contends for
bandwidth with the flow. If some extra bandwidth is reserved to compensate for this, the QoS of the flow may still hold.
However, a tradeoff must be made since the reserved bandwidth may not be used, reducing the efficiency of bandwidth usage
in the network.

V. EVALUATION

In this section, we evaluate CACP by mathematical analysis and simulations in ns2 [18]. In the simulations, we use
IEEE 802.11 [16] as a MAC layer since it has almost no support for QoS. Therefore, the simulation results demonstrate
the effectiveness of CACP rather than that of ad hoc QoS scheduling algorithms. By integrating QoS scheduling algorithms
[7][8][9] with CACP, we expect the performance to be improved further.

First, we compare the effectiveness and the control-message overhead of using enhanced power and multihop approaches
to contact neighbors in CACP. CACP-power sends admission request and admission rejection messages at enhanced power to
reach nodes in carrier-sensing range. CACP-multihop sends these messages two hops to reach carrier-sensing range. Second,
we present simulation results that demonstrate the success of CACP in a dynamic environment. Finally, we evaluate the
overhead of CACP.
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A. Overhead of Enhanced Power Approach and Multihop Approach

Each time a control message is sent at an enhanced power level or in multihop mode, it causes more contention in its
interference neighborhood than had it been sent as a normal message. We use the total number of times that nodes receive
admission request and admission rejection messages as the measurement for the overhead of the two approaches. We first
provide an analytical evaluation and then verify it through simulations.

A.1. Analytical Study
Suppose the transmission range of a node is R and the carrier-sensing range is 2R. The total number of nodes in the network

is a constant N.ρ(x, y) is the density function, which represents the number of nodes in a unit area centered at location(x, y).
To simplify the problem, we assume thatρ(x, y) in the carrier-sensing range is a constant. Assume an admission request
message is generated at a location(x, y). If CACP-multihop is used with 2 hops, which is most conservative in terms of
overhead but may not reach al lnodes in carrier-sensing range,πR2ρ(x, y) nodes will hear the admission request message and
each rebroadcasts the message to its ownπR2ρ(x, y) neighbors. Therefore, the admission request message has been received
πR2ρ(x, y) + (πR2ρ(x, y))2 times. If CACP-power is used,4πR2ρ(x, y) nodes will hear the admission request message.
Therefore, the ratio of the message overhead of CACP-Multihop vs. CACP-Power can be expressed as:

OverheadRatio(x, y) =
MessageOverhead

(
CACP-Multihop, Location(x,y)

)
MessageOverhead

(
CACP-Power, Location(x,y)

)

= πR2ρ(x,y)+(πR2ρ(x,y))2

4πR2ρ(x,y)

= 1
4 + πR2ρ(x,y)

4

(1)

According to Formula 1, at a certain location(x, y), if the number of the neighbors in a node’s transmission range, which is
πR2ρ(x, y), exceeds 3, CACP-Multihop has a higher overhead than CACP-Power.

However, since the nodes in a network may not be evenly distributed, CACP-Power may have lower overhead in dense parts
of the network than that of CACP-Multihop, while in sparse parts of the network, CACP-Multihop may have lower overhead.
To compare the overall performance of the two approaches, we analyze the overhead ratio of the two approaches in a network
where the nodes are not evenly distributed.

Let ∆xy represent a very small square region centered at location(x, y) with area∆. The node density in∆xy can be
expressed asρ(x, y), and the number of nodes in∆xy can be expressed asρ(x, y)∆. Assume that each node in the network
has the same probabilityq to generate an admission request. The expected number of initiators of admission requests in∆xy

is therefore given by:

E
[
Number of Initiators in∆xy

]
= qρ(x, y)∆ (2)

If we divide the whole network area into square regions with area∆, the number of such regions can be written as:

n =
Area of the network

∆
(3)

According to Formulas 1, 2 and 3, when the generation of an admission requests is random, the expected ratio of the overhead
of the two approaches will be expressed as:

OverheadRatio = lim
∆→0

∑ n
i=1

{
πR2ρ(xi,yi)+

[
πR2ρ(xi,yi)

]2}
qρ(xi,yi)∆∑ n

i=1 4πR2ρ(xi,yi)qρ(xi,yi)∆

= lim
∆→0

[
1
4 + πR2

4

∑ n
i=1 ρ3(xi,yi)∑ n
i=1 ρ2(xi,yi)

]

= 1
4 + πR2

4 lim
∆→0

∑ n
i=1 ρ3(xi,yi)∑ n
i=1 ρ2(xi,yi)

, where(xi, yi) is the coordination of theith small region with area∆

(4)
According to general means inequality, forn positive numbersX1,X2, · · ·Xn,

(
1
n

n∑
i=1

X2
i

) 1
2 ≤

(
1
n

n∑
i=1

X3
i

) 1
3

=⇒
( n∑

i=1
X2

i

)(
1
n

n∑
i=1

X2
i

) 1
2 ≤ n∑

i=1
X3

i

=⇒
n∑

i=1
X3

i

n∑
i=1

X2
i

≥
(

1
n

n∑
i=1

X2
i

) 1
2 ≥ 1

n

n∑
i=1

Xi
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The equality holds whenX1 = X2 = · · · = Xn. Therefore, we have:

n∑
i=1

X3
i

n∑
i=1

X2
i

is minimized whenX1 = X2 = · · · = Xn . (5)

If the number of nodes in the network is a constant N, according to Formula 3,

lim
∆→0

∑n
i=1 ρ(xi, yi)∆ = N =⇒ lim

∆→0

∑ n
i=1 ρ(xi,yi)∆

n∆ = N
Area of the network=⇒ lim

∆→0

∑ n
i=1 ρ(xi,yi)

n = N
Area of the network (6)

According to Formulas 4, 5 and 6, we have

OverheadRatio = 1
4 + πR2

4 lim
∆→0

∑ n
i=1 ρ3(xi,yi)∑ n
i=1 ρ2(xi,yi)

≥ 1
4 + πR2

4 lim
∆→0

[
1
n

∑n
i=1 ρ(xi, yi)

]

= 1
4 + πR2

4
N

Area of the network

The equality holds whenρ(x, y) is a constant for all(x, y) and the theoretical lower bound of the overhead ratio of CACP-
multihop vs. CACP-power will be(1

4 + πR2

4 ρ), which can be achieved when the density of nodes in the network is a constant
ρ. Therefore, the higher the density of the network, the lower the overhead of CACP-power compared with CACP-multihop

A.2. Simulation and Results
Several scenarios were tested to verify the result of the above analysis under different node densities. In the simulations,

mobile hosts are randomly distributed in1000 × 1000 square meters. The number of nodes ranges from 10 to 70. Five
scenarios are examined for each density. Radio transmission range is 250 meters and carrier-sensing range is 550 meters. The
bandwidth of the channel is 2 Mbps. Pairs of Nodes are randomly chosen to establish connections with a CBR traffic source.
The maximum number of connections is 10. The CBR traffic generates 10 512 Bytes packets/second. The movement pattern
of nodes is the random waypoint model [19]. The speed of nodes is 5 meters/second and the pause time is 20 seconds. The
simulations run for 200 seconds.

Figure 10 shows the overhead ratio of CACP-multihop vs. CACP-power from the simulations and the theoretical analysis.
As expected, the overhead ratio from the simulations is higher than the lower bound calculated. This is because, in the
simulations, the nodes are randomly distributed in the network and may cluster in some parts of the network. The simulations
support that CACP-power has a lower overhead than CACP-multihop when the average density of nodes is more than 15.3
nodes/106m2, which also means that on average, there are three neighbors in a node’s transmission range. This density
threshold is very low for maintaining connectivity in an ad hoc network, as shown in Figure 11. When the node density is
small, the throughput under both approaches is low because of the low connectivity. As the density of nodes increases, the
throughput of CACP-power becomes larger than that of CACP-multihop due to its low message overhead. Therefore, we use
CACP-power in the remaining simulations to examine the performance of CACP.
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B. Bandwidth Management

In this section, we examine the effectiveness of CACP’s admission control in a random topology when mobility is present.
To our knowledge, no protocol considers the resources of nodes in carrier-sensing range when performing admission control.
Therefore, we use DSR as a baseline for our on-demand approach for evaluating both flow characteristics and protocol message
overhead. Our simulations show that without careful bandwidth allocation, the ad hoc network can easily be overwhelmed by
too much traffic. With the help of CACP, however, bandwidth is reserved for flows according to the bandwidth requirements
of the flows and the current network capacity.

In these simulations, there are 50 mobile hosts randomly distributed in1000 × 1000 square meters. 10 randomly chosen
pairs of nodes try to establish a connection with each other with a CBR traffic source generating 80 kbps and transmit the data
at 20 packets/second. The movement pattern of nodes is the random waypoint model. The speed of nodes is 5 meters/second
and the pause time is 20 seconds. The simulation runs for 200 seconds.

For IEEE 802.11, admission control cannot assume that all the channel capacity can be reserved for flows. This is because
many control messages, such as route request messages and QoS management messages, are not included in per flow resource
reservations and there is no scheduling algorithm in IEEE 802.11 that prevents these control messages from contending
with ordinary packet transmission. Therefore, CACP must reserve some bandwidth to accommodate future control messages.
Hence,Bandwidth Utilization, which is defined as Used Bandwidth/Total Channel Bandwidth, should be controlled by CACP
so that it does not go beyond a certain threshold namedBandwidth Utilization Threshold. In our simulations, CACP refuses
the admission request of a flow when the new flow would increase the expected Bandwidth Utilization over the Bandwidth
Utilization Threshold. This expected Bandwidth Utilization can be calculated as follows:

Expected Bandwidth Utilization = Expected Used Bandwidth
Total Channel Bandwidth = 1− Expected Free Bandwidth

Total Channel Bandwidth

= 1− The Neighborhood Available Bandwidth - Bandwidth Consumption of the New Flow
Total Channel Bandwidth

To evaluate the effect of the Bandwidth Utilization Threshold, 75 simulations are examined with Bandwidth Utilization
Thresholds ranging from 30% to 100%. A network operator can use the following results to determine the appropriate value
of Bandwidth Utilization Threshold for a desired QoS.

In Figure 12(a) and Figure 12(b), we compare the average delay of packets and the average rate of flows in the last 50
seconds of the simulations of DSR and CACP-power since at this time all traffic sources in the simulation have started.
By using 50% Bandwidth Utilization Threshold, CACP-power ensures that the average delay of flows is less than 8ms and
the throughput of each flow is 20 packets/second. With 50% to 75% Bandwidth Utilization Threshold, the network shows
larger delays in the range of 15ms to 34ms and lower throughput for each flow in the range of 19.5 packets/second to 18
packets/second. When bandwidth utilization is high (between 75% to 100%), average packet delay is as high as 70 ms to 150
ms and throughput drops from 17.5 packets/seconds to 14 packets/seconds. At the same time, average packet delay for DSR
is 220 ms and throughput is 13.8 packets/seconds, which is worse than that of CACP.
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Figure 12. Performance under Different Bandwidth Utilization Thresholds

The bad performance of DSR comparing to CACP during the last 50 seconds is due to the fact that DSR imposes no control
on the amount of traffic in the network. To better illustrate how CACP controls the admission of flows, traces of the flows
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Figure 14. Packet delay of the flows in DSR

in one of the above simulations are shown in Figures 15 and 16. The Bandwidth Utilization Threshold in this simulation is
50%. For comparison, traces of the flows in DSR are also shown in Figures 13 and 14. Figure 13(a) and Figure 15(a) show
the throughput of each flow in terms of the number of network data packets received per second in DSR and CACP, while
Figure 14(a) and Figure 16(a) show the delay. (Note that the scale of y-axis in Figure 16 is 20 times smaller than that in
Figure 14.) Figures 13(b), 14(b), 15(b) and 16(b) pick Flow 2 from the ten flows and show its throughput and packet delay.
Because there is no admission control for DSR, as the number of flows injected in the network increases and finally passes the
capacity of the network at about 125 seconds, all flows in the network experience reduced and dramatically varying throughput
and large packet delays. On the other hand, CACP can successfully guarantee the performance of the network by controlling
the traffic load. Eight out of the ten flows are admitted by CACP. The other flows are rejected due to lack of bandwidth.
Variations in delay and flow rate can happen since the lower layer IEEE 802.11 does not have any scheduling support. Even
in this situation, for many QoS applications that use buffers to accommodate changes in bandwidth and delay, the relatively
short variations in bandwidth and delay will not be a problem. For applications with stricter QoS requirement, QoS aware
MAC layer protocols in [7][8][9] can be used with CACP. However, we are still investigating this combination of CACP with
such protocols.

C. Admission Control Message Overhead

The main message overhead of CACP compared to DSR is the admission request and admission rejection messages.
By comparing the number of admission request and admission rejection messages with the route request messages, we
demonstrate that the admission control message overhead of CACP is acceptable.
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Figure 15. Throughput of the flows in CACP with 50% bandwidth utilization
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Figure 16. Packet delay of flows in CACP with 50% bandwidth utilization

The number of admission request, admission rejection and route request messages are recorded in all the previous simula-
tions. In the simulations described in Section V-B, where the performance of CACP under different bandwidth utilization is
examined, the number of admission request, admission rejection and route request messages is shown in Figure 17(a). In the
simulations in Section V-A, where we compare the overhead of CACP-power to that of CACP-multihop in respect to different
node density, the number of admission request, admission rejection and route request messages for CACP-power is recorded
and shown in Figure 17(b). Although there is certainly overhead to perform admission control, it only represents a fractional
increase beyond the overhead from route request messages which are unavoidable. We believe that this is acceptable, given
the benefit of admission control.

VI. CONCLUSION

We have presented a contention-aware admission control protocol based on a single channel medium. The main contribution
of our research is the inclusion of information from nodes inside carrier-sensing range and outside transmission range of the
node performing the admission control. The success of our protocol is shown through simulations, where CACP effectively
manages requests for bandwidth beyond the capabilities of the network with acceptable overhead. Since CACP is only the
admission control part of a QoS routing protocol, we are currently evaluating the use of CACP upon various QoS aware MAC
protocols.
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