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Fig. 1. From left to right are the low, medium, and high levels of visual realism, and a photograph of the real-world location used for
the real AR condition.

Abstract—In this paper, we investigate the validity of Mixed Reality (MR) Simulation by conducting an experiment studying the effects
of the visual realism of the simulated environment on various search tasks in Augmented Reality (AR). MR Simulation is a practical
approach to conducting controlled and repeatable user experiments in MR, including AR. This approach uses a high-fidelity Virtual
Reality (VR) display system to simulate a wide range of equal or lower fidelity displays from the MR continuum, for the express
purpose of conducting user experiments. For the experiment, we created three virtual models of a real-world location, each with a
different perceived level of visual realism. We designed and executed an AR experiment using the real-world location and repeated
the experiment within VR using the three virtual models we created. The experiment looked into how fast users could search for both
physical and virtual information that was present in the scene. Our experiment demonstrates the usefulness of MR Simulation and
provides early evidence for the validity of MR Simulation with respect to AR search tasks performed in immersive VR.

Index Terms—MR Simulation, visual realism, augmented reality.

1 INTRODUCTION

User experiments in the domain of AR are particularly difficult to con-
trol and repeat for multiple reasons. One major reason is the unique-
ness of the display systems used during the experiments. While ad-
vances in AR display technologies have increased the availability of
hardware and software to choose from in creating AR applications, it
is also generally the case that different researchers use inherently dif-
ferent AR display systems. The components of these display systems
can range from low-cost off-the-shelf devices to expensive state-of-the
art devices, including different visual displays and tracking systems.
With so many choices for each component of hardware and software,
it is prohibitive in time and cost to attempt to replicate prior experi-
ments using the same display systems. In some cases it is impossible
as those components become obsolete or unavailable. While using real
display systems produces valid results, these results are often not gen-
eralizable as the results are heavily influenced by the display system
itself. Experiments conducted this way are limited as it is impossi-
ble to isolate and study the influence of particular display properties at
fine and incremental levels since we are restricted to what is currently
available in the market.

Another major issue is the overall difficulty of conducting AR ex-
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periments in practical and useful environments. These types of envi-
ronments are often crowded outdoor locations and not in controlled
laboratory settings. Factors such as natural lighting and the presence
of passersby make it very hard to create controlled and repeatable con-
ditions. Natural lighting can change from moment to moment, even in
the best of times, and can drastically change the appearance of the en-
vironment. The most interesting locations, where we would expect to
use our AR systems, usually have real people coming in and out of the
scene. These and similar issues can play havoc with any experiment.
On the technical side, it is still very difficult to obtain robust, low-
latency tracking in outdoor environments. Most sensor-based tracking
systems are not practical for outdoors, and computer-vision methods
do not yet produce robust enough tracking for extended experiments
outdoors.

One method to achieving both control and repeatability is to use
MR Simulation [3, 6]. MR Simulation is the concept of using a high-
fidelity VR display system to simulate other displays and environ-
ments from the MR continuum for the express purpose of conduct-
ing controlled user experiments. This approach simulates the different
displays by replicating the level of immersion of the target display
system. In this paper, we use Mel Slater’s definition of immersion as
the objective measure of sensory fidelity provided by a display sys-
tem [14]. By using a high-fidelity VR display system, we are able to
simulate a target MR display system possessing equal or less sensory
fidelity.

Once we have simulated the AR display system, we can also use
a simulated environment where we can conduct our AR experiments
in a controlled and repeatable manner. An important question that
remains is whether this approach to conducting AR user experiments
produces valid results. In other words, are the results obtained from
an experiment conducted in VR and using MR Simulation the same as
those garnered from the same experiment conducted in the real world



using a real display system? It is safe to assume that this approach
is not valid for every possible scenario, but we also predict that there
exists a subset of AR displays and AR tasks that, when simulated in
VR, can produce valid experimental results. Part of our research is to
find these scenarios.

We have classified the major components of the fidelity of an MR
system as display, interaction, and simulation fidelity [10]. Display
fidelity is defined by how accurately we replicate the sensory fidelity
provided by the real-world display. Interaction fidelity is defined by
how well we replicate the interactions performed in the real world.
And simulation fidelity is how faithfully we are able to replicate the
environment and objects as seen in the real world. A big question re-
garding the validity of MR Simulation concerns simulation fidelity, or
more precisely, the appearance of the simulated environments. To dis-
cuss this, we define visual realism as the degree to which the images
of the simulated world are perceived to be real by the user. With the
currently available technology, a simulated environment will not ap-
pear as realistic as the real world and so such an environment would
have a lower level of visual realism. If we conduct an experiment in
a simulated environment and compare it to the same experiment con-
ducted in the equivalent real-world environment, would this mismatch
in visual realism cause different results?

All other things being equal, we are interested in the question of
what level of visual realism is needed to successfully replicate AR
experiments involving search tasks. To address this question, we de-
signed an outdoor AR experiment that asked participants find both vir-
tual and physical information that was present in the environment, us-
ing a video-see-through AR display system. We created three different
virtual models of the same outdoor environment, each with a different
perceived level of visual realism. Next we conducted the AR exper-
iment in the real world, outdoor location and then repeated the same
experiment indoors, using MR Simulation with the three virtual mod-
els we created. Our results shed light on how visual realism affects the
validity of MR Simulation and how visual realism affects search tasks
performed in immersive VR.

2 RELATED WORK

MR Simulation is our term for an approach that has been used by other
researchers when investigating the effects of display factors. Our col-
leagues at Virginia Tech and our group have been using this approach
to study the effects of level of immersion on both VR and AR display
systems. Ragan et al. [12] and our group [6, 7, 8] have used MR Simu-
lation to conduct controlled AR experiments. Ragan used a four-sided
CAVE to simulate and investigate the effects of registration error on
user performance for an AR task involving precise motor control and
object manipulation. In our work, we used an HMD-based VR display
to study the effects of simulator latency on a 3D path tracing experi-
ment and a visual path following task.

One of the earlier AR works was by Gabbard et al. [3]. The au-
thors used MR Simulation to study the effect of natural lighting and
textures on users’ ability to read and identify text information in op-
tical see-through AR. Their motivation was very similar to ours, as it
is very difficult to conduct controlled experiments with unpredictable
environmental conditions. While the authors could not successfully
simulate real-world lighting conditions, this approach was well suited
for night, dawn, dusk, and indoor AR. In more recent work, Knecht et
al. [5] demonstrated a framework for rendering photo-realistic objects
in AR. In an early study, their results suggest that illumination did not
affect task performance (depth estimation and object placement). Con-
versely, Sugano et al. [17] studied the effects of realistic shadows on
virtual objects in AR. Their experiments report that shadows provide
a better sense of presence despite incorrect light cues.

While we have stated our definition of visual realism, it is a dif-
ficult concept to define precisely. How do the components of a ren-
dered image increase or decrease a person’s perception of realism?
Rademacher et al. [11] presented a method for measuring the percep-
tion of visual realism in images. In an experiment, users were pre-
sented with a series of images and asked to rate whether it was real or
not. By controlling and varying the different factors of shadow soft-

ness, surface smoothness, lighting, and geometry the authors show that
both soft shadows and surface type affect perception of visual realism.
Elhelw et al. [2] used an eye-tracking system to systematically de-
termine important features of objects that contribute to higher visual
realism in rendered images. In their experiments, users were asked
to rank and choose between rendered and real objects. Using eye-
tracking, the authors were able to determine that specular reflection
was an important feature to render correctly for higher visual realism.
In an image processing approach, Wang et al. [19], proposed a real-
ism metric based on the appearance of roughness, color, and shadow
of rendered scenes. Although this approach is able to measure certain
factors of visual realism, additional work will be needed to determine
if the metrics correspond to human responses.

As for the effects of different levels of visual realism, there have
been many prior studies in the psychology and VR communities. In
the famous pit experiment, Slater et al. [15, 4] compared real-time
ray tracing with ray casting to determine if the differences in the ren-
dered images affected users’ sense of presence. Users were placed
in a virtual room with a large pit or hole in the ground and asked to
look around and into the pit while standing on the edge. Using both a
presence questionnaire and physiological recordings, their results indi-
cated an increase in presence for the ray tracing condition which lends
evidence that higher visual realism does have an effect on presence.
Another experiment by Vinayagomoorthy et al. [18] investigated the
impact of texture quality and character realism on presence in a street
walking experiment. The results from this study demonstrated the “un-
canny valley” effect as the condition with the high fidelity characters
and low fidelity environment produced the lowest sense of presence.
The authors proposed that this effect was due to the inconsistency be-
tween the characters and environment which adversely affected pres-
ence.

In VR, Mania et al. [9] and Stinson et al. [16] recently looked at the
effects of visual realism on training transfer. Mania investigated the
effect of different shading techniques (flat-shading or radiosity) on a
memory task. Users would be exposed to the virtual environment and
afterwards were asked to arrange the objects in the real-world equiva-
lent room to match what they remembered. Their results indicated that
users in the flat shaded environment were able to better remember the
location of objects. Stinson et al. studied how the complexity of the
environment affects training transfer of a scanning task. Users were
trained in searching for threats in an urban environment, with differ-
ent levels of complexity and realism. Their results indicate a slight
advantage for users trained in the more realistic scenes.

3 MR SIMULATION AND VISUAL REALISM

We mentioned earlier that simulation fidelity is one of three compo-
nents of the overall fidelity (along with display and interaction fidelity)
of an MR system. This is perhaps the most difficult of the three com-
ponents to achieve when considering simulated AR. Prior work by Lee
et al. [6, 7, 8] has found evidence to support using MR Simulation for
AR experiments, concerning display and interaction fidelity, but little
work has been done to investigate simulation fidelity as it pertains to
the validity of MR Simulation. When simulating AR, the most com-
mon approach is to use some type of virtual model to represent the
real-world environment. Since virtual models can be created using a
large variety of techniques and formats, this can also result in differ-
ent models with a wide range of visual realism. Model geometry can
be be image-based, point-based, or stored as polygonal data. Color
information can be represented as simple colors, material properties,
or textures. And there are a variety of techniques for lighting virtual
environments that can produce significantly different images, such as
ray casting, or ray tracing.

The data formats and rendering techniques are all factors of visual
realism and their effect on perceived visual realism is difficult to judge,
as different techniques work better in different environments and in
different combinations. For example, high-resolution panoramas can
be much more visually realistic in static environments than even the
most complex 3D models. In a dynamic environment, when both the
user and the objects are allowed to move, panoramas lose their ad-



Fig. 2. The high-fidelity model and the real environment, both with virtual annotations. There are four different types of annotations: The blue icon
with the “i” represents miscellaneous information. The green icon that looks like a student at a desk represents classroom information. The icon
with beakers indicates lab information. And the pen and ink icon indicates information about an office. The real environment here was captured at
a lower resolution, but the lighting artifacts are accurately represented.

vantage as depth and image artifacts begin to appear. Another diffi-
culty occurs when different factors of visual realism are intermixed or
are changed in different directions. For example, low-polygon mod-
els with high-resolution textures are often used in video games due
to memory constraints. How does this type of model compare with a
high-polygon model with simple or no textures? One is more correct
with respect to color information, but the other is more correct with
respect to spatial information. While the factor of geometry and spa-
tial information increases when polygon count is increased, the factor
of color and material information decreases as texture realism is re-
duced. Determining the interaction of these different factors on visual
realism is beyond the scope of this paper. For this work, we are only
interested in the effect of visual realism on an AR search task in sim-
ulation. All we require are models with objectively higher levels of
perceived visual realism.

We argue we can achieve this by choosing to use the same type of
virtual model for all our models, to vary only a few factors of visual
realism, and to always vary them in the same direction. If we are care-
ful not to inter-mix different data formats and rendering techniques, or
change their levels in opposite directions, there should be no interac-
tions that could cause unanticipated responses in visual realism. If we
only increase the factors, we argue that this produces progressively and
objectively higher levels of visual realism. In our experiment we cre-
ated three different models of the same scene with different levels of
visual realism. For the data format, we chose a polygon-based model
and we chose to vary three factors of visual realism: geometry, texture,
and lighting. We increase geometry by increasing polygon count. We
increase texture realism by progressing from no textures to simple tex-
tures and to high resolution textures. And we increase lighting realism
by progressing from simple flat shading to baked-in realistic lighting.
Since we never decrease a factor, we avoid the issue of interactions
between these factors that may cause a decrease in visual realism and
obtain three models with objectively increasing levels of visual real-
ism. These can be seen from a sample vantage point in Figure 1, while
Figure 2 shows the high-fidelity simulated backdrop and the real AR
case, both with virtual annotations.

4 EXPERIMENT

The motivation for our work stems from the past research into the im-
pact of visual realism on task performance in VR and the validation
of MR Simulation as reported by [3, 12, 6, 7, 8]. While the general
response from the community to MR Simulation has been cautiously
positive, simulation fidelity is a potential impact factor that has yet

to be tested. That is, is it necessary to create visually realistic en-
vironments when conducting AR experiments in VR? Our goals are
two-fold. For the validity of MR Simulation, we need to determine
if visual realism has an impact on task performance and if so how.
These tasks must be practical, useful, and common. As a corollary of
this goal, we also want to determine if visual realism has an impact
within simulation itself. That is, if we only consider experiments in
virtual environments, does visual realism impact results?

Our approach for investigating these goals was as follows. We
would design an outdoor AR experiment requiring a common and use-
ful task. We would choose a real-world location with interesting and
common features to conduct our outdoor experiment. Then we would
carefully measure and create three models of this location with vary-
ing levels of visual realism by varying the factors we chose: geometry,
textures, and lighting. Finally, we would conduct the AR experiment
in the real-world location and execute this experiment indoors, using
the three models as simulated AR backdrops.

4.1 Task and Environment

Environment Our choice of the real-world location for our exper-
iment was based on practical constraints and on the features present in
the scene. This can be seen in Figure 1. We were constrained to a
location within practical walking distance and to a location in which
we could safely and legally conduct our outdoor experiment. This lim-
ited us to the university campus, but within that constraint we chose
a location that offered a variety of interesting physical features. As
seen in the figure, this location had many physical objects placed at
varying and interesting points throughout the scene in both the verti-
cal and horizontal directions. It had a good balance of vegetation to
man made objects and it offered different lighting conditions through-
out the scene.

Before the actual modeling work began, we took extensive mea-
surements of the location. With the help of Dr. Bodo Bookhagen of
the UCSB Geography Department, we were able to scan the location
using a high-end LIDAR system. This produced a very accurate (< 1
cm error) model represented as a colored point cloud. Although this
point cloud model was highly accurate, we did not use it for our exper-
iments. We felt it was visually less appealing and the cost of rendering
that many points was too expensive for our simulator. Instead we used
the point cloud as ground truth data and as a guide for placing our final
polygonal models.

To create the models themselves, we hired two talented graduate
students from our Media Arts and Technology Department with ex-



tensive experience in architectural design and 3D modeling. These in-
dividuals obtained detailed CAD plans from the facilities department
on campus and combined these measurements with the point cloud
models. With this additional information and our own hand measure-
ments, we built the three different virtual models of the courtyard, as
seen in Figure 1. This task proved to be a major project in itself, requir-
ing multiple iterations and physical on-site measurements that spanned
over six months.

The process of modeling the environment began by creating the
low-fidelity model first. This model, as seen in Figure 1, contained
polygons for all the major features in the scene. The buildings, win-
dows, trees, benches, and trash bins can be clearly seen and there is
no confusion as to what these objects are. In this model, the minor
features were not modeled, such as door knobs, individual squares
in the courtyard, railings, etc. No textures were used for this model
and only color was applied to the surfaces. Lighting was also simple
ambient lighting with no shadows. In the medium-fidelity model, we
increased the number of polygons for geometry. We modeled the rail-
ings, windows, and created more complex versions of the vegetation.
For textures we used simple low-resolution textures and the lighting
was unchanged. In the high-fidelity model we increased geometry by
increasing the polygons for the objects already in the scene and by
modeling all the visible features in the scene, including signs and door
knobs and such. High resolution images were used to create the tex-
tures and we used baked lighting to create static shadows and shading.
As seen, each factor of visual realism (geometry, textures, lighting)
remains the same or is only increased for the next model.

Task The task in this experiment takes its cue from the work of
Bowman et al. [1] on Information-Rich Virtual Environments (IRVE).
Bowman and colleagues define IRVEs as virtual environments that are
augmented with additional abstract information such as text or im-
ages. This is similar to AR browsers, where virtual content is placed
in the real world. Taking our cue from this prior work, we wanted an
AR search task that would require our participants to look through the
environment surrounding them for both virtual and physical informa-
tion. Similar to the task properties described in [1], virtual information
refers to any information that can only be obtained via the augmenta-
tions in the real-world AR scenario such as text information. Physical
information refers to the information that is available naturally in the
environment such as spatial relationships and real-world objects.

The tasks users were given asked them to search for both virtual and
physical information, based on both virtual and physical information
criteria. This type of task is required when using most AR applications
in general and AR browsers specifically. We felt it was also arguably
the most recognizable type of AR task, requiring very little training or
prior knowledge to use. Since the virtual objects would be registered
(situated) in 3D space at the location of the real-world object they refer
to, it should be an intuitive AR layout once it was explained. Figure
2 is a screen-shot of the environment with the types of information

Fig. 3. The display system used for this experiment consisted of: an
NVis SX111 HMD, a Pointgrey USB3 Flea camera, and an InterSense
IS900 tracking system. The image on the left shows the HMD setup with
the camera and the image on the right shows the custom tracking frame
built for the outdoor condition. For the simulated conditions with the low,
mid, and high models, the experiment was conducted indoors with the
same display and tracking systems.

available. Due to the physical constraints (cables, weight), the users
were limited in their ability to move freely. The participants could
rotate approximately two full turns and move around a small area (2 m
by 2 m) before cable length became an issue.

The content of the virtual information we created was based on what
a user would want to do in that particular environment. Since we were
in a school environment, we created virtual information that would
help a new student. To reduce visual clutter, we generated icons that
contained the information about classes, professors, labs, offices, and
landmarks in the scene and overlaid them onto their object of refer-
ence. We created four different icons that represented the four differ-
ent types of information in the scene: miscellaneous information, class
information, office information, and lab information. Using these four
icons, we now had a layout that our users could easily understand with
minimal training as seen in Figure 2.

Once we had created the information and placed the icons, we gen-
erated 16 task questions. The 16 task questions can be seen in Table
1. For each task question the participant was required to find certain
pieces of information and verbally report that information. There were
a mix of questions that required the user to find both virtual informa-
tion and physical information based on both virtual and physical in-
formation context. Target information refers to the exact nature of the
response required by the task question. Physical information is inher-
ent in the real world while virtual information needs to be provided by
the virtual icons and the text they contain. Criteria information refers
to what information the user is using to search the scene. For instance,
Q6 and Q10 ask for trees planted by someone (virtual information)
but the participant always begins by searching for trees (a physical
piece of information). The task questions also varied in terms of their
complexity. Some required the user to search for a single item; some
required a search for multiple items; some asked the user to compare
two or more items; and a few required deeper analysis and understand-
ing of the content in the scene. As this is an exploratory study, the task
questions are varied with respect to their difficulty.

Presence Questionnaire We also measured the user’s sense of
presence and so we chose a subset of the questions in the Witmer-
Singer (WS) presence questionnaire [20]. Although there are still
questions about the validity of using questionnaires to measure the
level of presence [13], the WS questionnaire is at least a recognized
questionnaire that we can use to qualify our own results. The subset of
questions we chose were those that concerned the visuals and visual
realism. For each of these questions, users were asked to respond with
a value from a rating scale with 7 positions, starting from low to high.
Only low and high appeared at the ends of the scale. Questions 7 and
10 asked users for a negative response and so the resulting numerical
value response was subtracted from 8, for consistency. The questions
were:

• P1 : How much did the visual aspects of the environment involve
you?

• P2 : How much did your experiences in the virtual environment
seem consistent with your real-world experiences?

• P3 : How completely were you able to actively survey or search
the environment using vision?

• P4 : How compelling was your sense of moving around inside
the virtual environment?

• P5 : How involved were you in the virtual environment experi-
ence?

• P6 : How completely were all of your senses engaged?

• P7 : How inconsistent or disconnected was the information com-
ing from your various senses?

• P8 : How closely were you able to examine objects?

• P9 : How well could you examine objects from multiple view-
points?

• P10 : To what degree did you feel confused or disoriented at the
beginning of breaks or at the end of the experimental session?



Task ID Task Question Search Target
Information

Type

Search Criteria
Information

Type

Task Complexity

Q1 On what floor and which building is the course, Research Methods
in Social Psychology, taught?

physical virtual single item

Q2 What course is taught in the room behind the third window from the
left, on the second floor of East Hall?

virtual physical single item

Q3 Who runs the lab located by the first floor entrance to West Hall,
under the two bridges?

virtual physical single item

Q4 What kind of tree is the large tree in the courtyard? virtual physical single item

Q5 What course is taught in the room directly below the undergraduate
computer lab?

virtual virtual single item

Q6 How many trees were planted by John Deere? physical physical multiple item

Q7 How many benches are located in the courtyard? physical physical multiple item

Q8 How many trash bins are located in the courtyard? physical physical multiple item

Q9 How many entrances into West Hall can you see from this point? physical physical multiple item

Q10 Who planted more trees in the courtyard? virtual physical multiple item

Q11 Which building has the most classrooms? physical virtual multiple item

Q12 Which professor has the office which is located the furthest from
their lab?

virtual virtual comprehension

Q13 What type of courses are generally taught in North Hall? virtual virtual comprehension

Q14 What kind of research is the only Distinguished professor in Psy-
chology involved in?

virtual virtual comprehension

Q15 What is the common theme for the location of upper division Psy-
chology courses?

physical virtual comprehension

Q16 Which building would an undergrad student go to for answers to
non-course related questions?

physical virtual comprehension

Table 1. Table of the task questions. Task questions can be categorized by their search target information type and their search criteria information
type. Task complexity is a rough description of the goals of the task. Single item refers to a single search target. Multiple item refers to tasks
that require counting or searching for multiple targets. Comprehension refers to tasks that ask the participant to understand and reason about the
relationships between the virtual information and the environment.

4.2 Display System

The display system used for this experiment can be seen in Figure 3.
The display was an NVis SX111 head-mounted display. This wide
field-of-view (FOV) display allowed for a combined 102 degrees hor-
izontal FOV and 64 degrees vertical FOV. It also provided relatively
high resolutions at 1280x1024 pixels per eye, with a spatial resolution
of 3.6 arc-min/pixel. The camera image was provided by a PointGrey
USB3 Flea camera, with a Theia SY110M ultra-wide/no distortion
lens. This camera setup was configured to provide approximately 100
degrees horizontal FOV, at 1600x1024 pixels, and a frame rate of ap-
proximately 60 frames per second. The tracking system used was In-
terSense’s IS900, with a wired head tracker. The display system was
run on a Windows 7 PC with a Quadro 5600, an Intel Core2 2.4 GHz
Duo-Core CPU, and 2.0 GB of memory. The software used to run the
simulation was based on WorldViz’s VR toolkit, Vizard 4.0. The cam-
era was not used for the simulated conditions since the camera feed
was simulated.

Although the HMD was a stereo display, we decided to use it as a
monocular display due to the inherent difficulty of using and correctly
aligning and calibrating two cameras in correct stereoscopic video-
see-through AR. With our camera setup, it was not possible to stream
the high resolution images we desired at 60 fps for two cameras. We
felt that a stereo AR setup was not as important in our experiment
as realistic update rates, and that a monocular setup with wide FOV
was more important to this type of task. Since the SX111 is not a
full-overlap (only 66 %) display, creating monocular images is not

straight forward. We used an off-screen rendering technique to create a
monocular view in the stereo display, which mapped the smaller FOV
of the camera onto the FOV of the HMD in a correct manner. This left
small black areas at the edges, but did not distort the camera image.

4.3 Experimental Design
We used a between-subjects study design with 16 different tasks. The
between-subjects variable for each task question was the level of real-
ism of the environment. The three virtual models and the real-world
location created four different levels: low, medium, high, and real that
correspond to the low-fidelity model, medium-fidelity model, high-
fidelity model, and real-world location. The dependent variable for
each task was search time, and this was measured from the moment
the user was told to start searching, until the correct answer was ver-
bally reported to the study administrator.

One important decision we made was to treat all task questions as
independent tasks. We felt that although some task questions were
similar at the high level, they were fundamentally different when care-
fully considered. Different questions asked the participants to search
for different number of objects or annotations, and they also varied
in that they asked for virtual or physical pieces of information in the
scene. Some questions required the participants to simply look for vir-
tual icons, or look for simple real-world objects, or look for objects
or annotations in a more roundabout way (involving comprehension).
These differences made each task question fundamentally different,
which is reflected in our analysis.

The experiment consisted of 16 task questions. We did not random-



Fig. 4. A plot of the mean task times, 95 % confidence intervals, and significance P values for each level of realism for all 16 task questions. The P
value for each task question was calculated using a between-subjects ANOVA with level of realism as the independent variable. Each task question
was treated as a different test so that 16 independent ANOVAs were conducted. Significant differences were found between conditions in task
questions Q3, Q6, Q8, and Q12 that are highlighted in red.

ize the order of the questions, and instead the questions were ordered
based on their complexity. The questions that asked users to find a
single item in the scene were presented first (Q1-Q5), followed by the
questions that asked for multiple items (Q6-Q11), and finally the ques-
tions that asked for comprehension answers (Q12-Q16). There was no
particular order to the task questions within each of the three groups
of questions. Although we can assume there are learning effects, we
minimized this by asking for different search targets throughout the
questions. After some pilot trials, we broke up the 16 questions to cre-
ate three sessions, to allow for breaks. This was designed to make the
three sessions take approximately the same amount of time, and to last
approximately 45 minutes.

4.4 Procedure
When each participant arrived, they were given a brief explanation of
the experiment, both verbally and in text. Then a color vision test was
administered to confirm that all users were able to perceive colors nor-
mally using Ishihara color palettes. Any participants who failed the
test or reported any uncorrected vision problems were excused at this
point. Those who passed were then given the demographic question-
naire.

After this questionnaire, the participants were then fitted with the
HMD. A brief training session was then administered with some sam-
ple task questions. These sample questions were designed to force the
participants to look for all four different icons in the scene. During
this time, the study administrator would explain what each icon repre-
sented and would also train the participant on how to access the infor-
mation contained in each icon. The administrator would also explain
the rules of the experiment:

• Users must face the same direction before each task question.

• Users must verbally read out the question to the study adminis-
trator.

• Users must wait for the study administrator to repeat the question
verbally to the user.

• Users must verbally confirm their understanding of the objective
of the question to the study administrator.

• Users must then wait for the start countdown to finish before
searching, upon which the timer for the task will begin.

• Users must be sure of the answer to the question before reporting
it, but must also attempt to be as fast as possible. The timer
for the task will be stopped by the study administrator once the
correct answer is verbally reported.

• The study administrator will inform the users of any incorrect
answers and the users must successfully complete a task question
before the next one can begin.

• Users must verbally ask the study administrator to repeat the
question if needed during the trials.

After this training session, a forced break was introduced where the
user had to take off the HMD for two minutes at minimum. Once the
break was over, the three timed sessions began. The 16 task questions
were given during the course of all three timed sessions. Between each
of these sessions the participants were forced to take a two minute
break. At the start of each session, the participants were also briefly
reminded of the objectives of the task, which was accurate and fast
completion. Participants were also reminded to verbally ask for clari-
fication or repeat of questions since we had observed in our pilot trials
that some users forgot the questions in the more difficult tasks.

A large difference between the real and the low, medium, high con-
ditions was that the user could see the environment in-between the
breaks. We did not blindfold the participants in the real condition since
we were in a public area and felt that the users would not be comfort-
able. This may have given a slight advantage to the participants in the
real condition, but we felt it would not be substantial as we could not
control their prior familiarity with the location.

Once the timed sessions were complete, the participants were then
given a post-questionnaire. This questionnaire asked users to respond
with their physical comfort levels during and after the experiment.
And it also contained a sub-set of the WS presence-questionnaire. We
took the 10 questions that we felt were pertinent. After completing this
questionnaire the users were then thanked, paid, and excused from the
experiment.

4.5 Participants
Using a paid-subject pool through our university, we obtained 54 paid
participants. Of these participants, 48 were used in the final data, 12
for each condition. Six of the 54 participants were not counted due
to errors in the system during the experiment or from not passing the



Fig. 5. A Tukey post-hoc analysis of Q3, Q6, Q8, and Q12. Pair-wise sig-
nificant differences between each level of visual realism are highlighted
in red.

color vision test. There were 20 males and 28 females, ranging from
18 to 40 years old (21.18 average). The genders were evenly spread
out among the conditions, with five males and seven females for each
condition. We used a pre-questionnaire to obtain demographic in-
formation regarding our test subjects. Collectively the users did not
have much experience with VR or AR and their experience with video
games was relatively high, with most having previous experience with
the media. This was expected, as the participants came from a pool
of mainly undergraduate students. All of the 48 recorded participants
also reported normal or corrected to normal vision and were tested for
color blindness via color palettes.

5 ISSUES WITH REPLICATING AN OUTDOOR ENVIRONMENT

During the course of this experiment, there were two major difficulties
we faced when we conducted the real AR part of the experiment. The
first of these issues is with regards to the accuracy of our models to
the real world. Even with the extensive amounts of data and measure-
ments we obtained, we were not able to reproduce the real scene to
complete accuracy. Within the six months that it took to complete the
model, the physical location had changed. Chairs and tables had been
added to the location and the vegetation had noticeably grown. One
issue we did not foresee was that unlike the CAD plans, the physical
buildings were not constructed on a flat plane, but were intentionally
raised for irrigation purposes. This resulted in buildings that were at
slightly different base heights compared to the CAD plans. In the end,
what we produced were three virtual models of a real-world scene that
were subjectively similar to the real location but contained geometric
differences.

These differences in turn forced us to modify the placement of the
virtual icons for the real conditions. Our models in the simulated con-
ditions had assumed a flat ground, and the icons had been placed us-
ing these models. The ground in the real world was not flat but was
curved slightly. Thus the modeled elevation of buildings and ground
slopes varied slightly from reality. Due to time constraints, we decided
that it was better to have accurate registration of the icons and so we
manually shifted the icons for only the real condition.

The other major difficulty we faced was with illumination in the real
condition. During the real AR part of the experiment, the weather was
sunny with some cloud coverage. We were using a PointGrey USB3
Flea camera, and wanted to reduce the latency as much as possible.
With the resolution (1600x1200 pixels) and frame rate (60 fps) we

Conditions Task ID dF Epsilon P Value

Low vs. Medium Q1 17.54 28.76 0.0158
Low vs. High Q1 20.64 28.76 0.0008
Low vs. Real Q1 18.58 28.76 0.0446

Medium vs. High Q1 15.13 28.76 0.0387
Medium vs. Real Q1 21.80 28.76 0.0393

Low vs. Medium Q2 21.99 23.89 0.0248
Low vs. Real Q2 21.84 23.89 0.0141

Medium vs. Real Q2 21.91 23.89 0.0176

Low vs. Medium Q3 21.07 7.67 0.0046
Low vs. High Q3 14.96 7.67 0.0063

Medium vs. High Q3 16.80 7.67 0.0115
Medium vs. Real Q3 18.84 7.67 0.0435

High vs. Real Q4 21.91 8.89 0.0179

Low vs. Medium Q6 20.67 14.96 0.0001
Low vs. High Q6 21.51 14.96 0.0002

Medium vs. High Q6 21.76 14.96 0.0000

Low vs. Real Q7 21.99 40.44 0.0219
Medium vs. Real Q7 20.37 40.44 0.0396

Low vs. Medium Q8 12.15 42.52 0.0000
Low vs. High Q8 11.50 42.52 0.0037

Medium vs. High Q8 19.06 42.52 0.0002

High vs. Real Q9 21.20 32.26 0.0120

Low vs. Real Q10 22.00 10.85 0.0157
High vs. Real Q10 21.00 10.85 0.0339

Low vs. Medium Q11 20.86 21.66 0.0005
Low vs. High Q11 21.46 21.66 0.0011
Low vs. Real Q11 19.18 21.66 0.0105

Medium vs. High Q11 21.87 21.66 0.0009
Medium vs. Real Q11 16.65 21.66 0.0045

High vs. Real Q11 17.44 21.66 0.0226

Low vs. Real Q14 20.66 14.73 0.0214
High vs. Real Q14 21.25 14.73 0.0366

High vs. Real Q15 19.99 27.25 0.0397

Low vs. Medium Q16 13.96 48.50 0.0027
Low vs. High Q16 16.75 48.50 0.0100
Low vs. Real Q16 20.85 48.50 0.0070

Medium vs. High Q16 19.65 48.50 0.0000
Medium vs. Real Q16 12.86 48.50 0.0141

Highvs. Real Q16 14.73 48.50 0.0353

Table 2. Results from TOST analysis for equivalent realism conditions
across all 16 task questions. Alpha is 0.05 and Epsilon values are set
as the magnitude of the confidence interval of the Real condition.

could not adjust the brightness of the camera using software without
affecting performance. We could only change the aperture of the cam-
era. This resulted in a very different experience between the partici-
pants in the real condition, depending on the time of the day. The im-
age quality was generally better in the morning when there was more
cloud and fog coverage, and worse during the afternoon where the sun
was brightest. We attempted to manage this by adjusting the aperture



Fig. 6. A post-hoc analysis of the differences between task pairs within
each level of realism. A paired t-test using Bonferroni correction was
used to determine significance at the 95% level. Task pairs that showed
a difference are marked by a 1 and shaded in light red. As seen, Q12 is
most different from all other task questions.

after every session, but it was difficult in some cases. The right im-
age in Figure 2 gives a reasonably typical impression of some of the
lighting challenges in the real AR case.

6 RESULTS

Differences in Task Times For the analysis of the time results
from our experiment, we used an ANOVA test to determine if the level
of realism had a significant effect on task time. The main results of this
analysis for each task question can be seen in Figure 4 and a post-hoc
analysis of all task pairs can be seen in Figure 6. As can be seen
in Figure 4, only four of the 16 task questions revealed a significant

Fig. 7. A repeated measures ANOVA of search target type and level of
realism, and search criteria type and level of realism. With search target
type, the high and real conditions reveal similar significant effects. With
search criteria, all four levels of realism reveal similar significant values.

difference between the realism conditions. As we stated earlier, we
treated each task question as a separate test and so 16 ANOVAs were
conducted. The resulting P values are shown at the bottom of each
bar plot. The four task questions for that a significant effect of level
of realism on task was demonstrated were Q3(F (3,44) = 3.271, p =
0.0299), Q6(F(3,44) = 3.837, p = 0.0159), Q8(F(3,44) = 7.066, p =
0.0006), and Q12(F(3,44) = 5.455, p = 0.0028).

For the four task questions that revealed a significant difference, we
used a Tukey posthoc analysis to determine the pairwise differences.
These results are shown in Figure 5. As these results show, only the
real condition was found to be different in Q3, Q6, and Q8. Only
Q12 reveals a difference between any two simulated conditions (low,
medium, high). The results of Q3, Q6, and Q8 may reflect the difficul-
ties we had in conducting the real-world AR portion of the experiment.
Each of these questions also gave a piece of physical information as the
search criteria. It was the door under the bridge for Q3, a tree for Q6,
and a trash bin for Q8. In the low, medium, and high conditions, these
objects were easily seen but in the real conditions this was more diffi-
cult. Camera artifacts, vegetation, and lighting conditions, as seen in
Figure 2, affected the visibility of the real-world objects much greater
than the virtual objects. It is reasonable to expect that this would have
increased task time when the search criteria was something physical
and relatively small.

Equivalence in Task Times All other tasks did not reveal a sig-
nificant difference for level of realism. To investigate this further, we
used the two-one-sided t-test (TOST) analysis to look for equivalent
task time performance within our groups. For each task question, we
ran the analysis with an alpha value of 0.05 and used the magnitude of
the confidence interval of the high condition task time as the epsilon or
magnitude of equivalence region. The conditions that show statistical
equivalence under these parameters are shown in Table 2. Using the
confidence interval may cause the epsilon value to be overly generous
(as seen for Q7 and Q16), but without any prior experience with these
tasks it is not possible to determine a region of equivalence correctly.
Since our sample size of 12 per group is too small to make any con-
clusive claims regarding similarity, the confidence interval suffices as
a first attempt. We used the confidence interval of the high condition
since the high condition represents the ground truth data; even when
considering the difficulties we had in the real condition.

Under this premise, only Q12 and Q13 did not show a case where
at least two realism conditions were statistically equivalent. All other
task questions produced at least one instance where two of the real-
ism conditions were equivalent. Counting the number of times each
realism condition appears in Table 2, all realism levels are represented
equally across all the equivalent pairs (20 low, 19 medium, 19 high, 20
real).

Notable Task Questions The results for Q8 are interesting; it is
the only task with results indicating any obvious performance trend
with respect to task time. The plot in Figure 4 shows task time in-
creasing as we progressively increase the level of realism. We believe
this result is indicative of visual clutter and the visibility of the trash
bins as the level of realism was increased. As seen in Figure 1, the
environment became more cluttered as the level of realism increased.
There were three trash bins in the scene, and they were placed next to



Fig. 8. The mean scores from the Witmer-Singer presence question-
naire with standard error. A score of 1 represents a low sense of pres-
ence and a score of 7 represents a high sense of presence.

vegetation. As more detail was added to the environments, it became
more difficult to find these small objects. This may explain why the
task time increased gradually for each successive level of realism.

Q12 is also interesting. This question was by far the most difficult
and the results shown in Figure 4 and Figure 6 demonstrate this. Fig-
ure 6 plots all the significant differences between each task question
pair within each realism condition. Using Figure 6, it is easy to see
that Q12 was the most different from other task questions, regardless
of level of realism. Q12 asked the participants to identify the professor
with the office that was located the furthest from his lab. Participants
needed to find all the professors and their respective labs, and spa-
tially sort out the correct professor. Although the answer was obvious,
since the correct professor’s office was located in a far corner, most
participants had a difficult time. We observed that a large number of
participants (across all the conditions) became stuck in a loop, and
kept searching in the same area (seen in Figure 1). This particular area
contained a large group of the professors’ offices and labs. Those who
used a systematic strategy or happened to see the office and lab early
were able to complete the task quicker. It is for this reason, that we
believe the results here reflect the difficulty of the task and the effects
from strategy more than from level of realism.

Task Type and Visual Realism We categorized our task ques-
tions into two types, as seen in Table 1, depending on their search tar-
get and search criteria type: physical information or virtual informa-
tion. Physical information refers to information that would be present
in the natural world, regardless of the level of realism. Examples are
physical objects such as trees and spatial relationships such as the floor
number of a building. On the other hand, virtual information has to be
obtained by looking at the virtual icons or the text contained in those
icons. Examples are ‘course name’, ‘type of tree’, ‘lab owner’, etc.
In summary, tasks vary in two major ways, by search target type and
search criteria type. Each of these types can be virtual or physical.

Using search target type as the within subjects variable and level
of visual realism as the between subjects variable, we find an overall
significant effect on task time (F(1,3) = 7.450, p = 0.009) with no in-
teraction between search target type and level of realism. Generally,
participants were quicker to respond when the search target type was
virtual information. Using search criteria as the within subjects vari-
able and level of realism again as the between subjects variable, we
also find a significant effect (F(1,3) = 37.760, p = 0.001). Here, the
participants were quicker to respond when the search criteria was a
physical piece of information.

An interesting result appears when we look at the effect of search
target type and search criteria type within each level of realism. These
results can be seen in Figure 7. Search criteria type is shown to be
significant in all four conditions while search target type has a similar
effect on the high and the real conditions. This suggests that the high
level of realism performs similarly to the real conditions. The simi-
larity of these effects support the validity of MR Simulation. Search
criteria does indeed have an effect on task time and this effect is the
same across all four levels of visual realism. The effects of search tar-
get type are more difficult to explain. It does not have an effect on the

results from the low and medium conditions but has a clear effect on
the high and real conditions.

By WS Presence Questionnaire Results The overall results of
the WS questionnaire can be seen in Figure 8. The average score for
all four conditions were relatively high. Using the Kruskal-Wallis rank
sum test, we did not find an effect of visual realism on presence (chi-
squared = 3.80, dF = 3, p = 0.28). This result was not unexpected
as it reflects findings in previous work [15]. In that experiment, Slater
hypothesizes that using questionnaires to measure presence between
different environments may not be valid. As explained, users who have
never experienced such environments will invariably interpret these
questions differently.

For the most part, all of our users had very little experience with VR
and AR. Most expressed delight and amazement when they first put on
the HMD and walked around, regardless of the condition they were in.
We received many verbal comments with respect to this. Our system
was able to provide very reliable tracking for the users and this was
the first time most of the users had experienced an immersive display
system such as ours. This may have been why the conditions were
rated similarly in terms of presence.

7 DISCUSSION

We stated two goals, when we discussed the motivation for our exper-
iments. The first goal was to determine whether visual realism had an
effect on the validity of MR Simulation. The second corollary goal
was to determine whether visual realism had an effect on tasks per-
formed in VR. With respect to the task time results, we found a signif-
icant difference between the conditions in four instances: Q3, Q6, Q8,
and Q12. For Q12, we argued that the differences were more due to
strategy and the difficulty of the task. In the other cases we argued that
these differences were due to camera artifacts, vegetation, and light-
ing conditions on the physical objects the participant needed to find.
In particular, the lighting conditions made these objects significantly
harder to find in high and low contrast lighting areas. The results from
the equivalence tests did not reveal any trends pertaining to the equiv-
alence of one condition to another with respect to level of realism in
general. A more precise task needs to be tested to further study of this.

It is also interesting that differences in task performance were lim-
ited to questions that involved search for physical objects, which leads
us to believe that differences in the clarity with which such objects
could be perceived were at the root of the differences (i.e., because of
lighting and camera artifacts it was actually more difficult to perceive
and work with real objects in the “real AR” case). Our observations
and the fact that we found differences between the real and virtual
conditions in task performance on a small subset of questions indicates
there were significant differences between our real AR experiment and
its MR Simulation incarnations. We would like to determine the exact
nature of these differences in follow-up work.

For our second goal, which was to determine the effect of visual
realism on search tasks performed in VR, the results are consistent.
Among the 16 task questions, it was only in Q12 that a significant
difference was found between the simulated conditions. We argued
that this was mainly due to the difficulty of the task. We observed that
strategy and luck allowed some users to complete the task quicker,
while some became stuck in a search pattern in an area with multiple
virtual and physical objects. As for the rest of the tasks, we did not find
any significant differences. Although we did not find any conclusive
evidence to suggest that visual realism does not have an effect on this
task in VR, this at least opens the discussion.

As for presence, the WS presence questionnaire did not reveal any
significant differences between the levels of visual realism. Our results
are similar to the results from Slater et al. [15]. This highlights the dif-
ficulty in using questionnaires to compare level of presence between
different environments. Our observations of the users indicated a sim-
ilar response across all levels of visual realism. Repeated comments
from various users indicated how “cool” the experiment was. Since
a user only saw one condition, this is an expected result from partici-
pants who have very little experience with virtual environments.



Perhaps the most important lesson we learned in this experiment
was the difficulty we had in conducting the real AR portion of our
experiment. Part of the motivation for MR Simulation is to enable
researchers to conduct controlled experiments in AR. Our difficulties
highlight this motivation again. Even with the care and preparations
we made, we were confounded at times by the real world. The re-
sults from the real AR must be interpreted with that understanding. In
one sense, the difficulties we had with the real-world condition actu-
ally support MR Simulation. By any measurement, we did our due
diligence to obtain the very best model we could within our time and
money constraints. We spent over six months collecting data, building
plans, and physical measurements to construct our models. And yet,
the natural changes in the environment and the dynamic lighting in the
real-world condition proved very difficult to manage. In the end, we
were forced to modify the placement of the icon annotations to fit the
real world. We were also forced to make constant corrections to our
camera to retain decent overall lighting. This points to the fact that
even with current technology, it is very difficult to perform controlled
AR experiments in outdoor environments, and the results from such
experiments must take this into consideration.

8 CONCLUSIONS AND FUTURE WORK

We have conducted a user experiment investigating the effects of a
scene’s visual realism on task performance in simulated AR environ-
ments and compared the results with a true AR experiment in the cor-
responding real-world environment. We considered 16 different search
tasks, representative for information browsing and comprehension in
AR. Among the simulation conditions, we only found one task ques-
tion (Q12) that resulted in significant timing differences, which in-
volved complicated reasoning and was by far the most difficult task.
The real AR portion revealed differences in task performance in three
task questions (Q3, Q6, Q8), which could either be due to the lighting
artifacts in the high-dynamic range scene or actual differences in scene
realism. Overall, these minimal differences are promising for the va-
lidity of MR Simulation, and the difficulties of conducting outdoor
real-world experiments demonstrate the usefulness of MR Simulation.

In future work, we would like to clarify through follow-up stud-
ies what the exact cause of the differences between the AR case and
the simulated AR cases was. Since it became very clear to us that
high-dynamic range lighting coupled with outdoor HMD usage had a
detrimental effect on distinguishing small physical objects in the real
scene, we will look at better ways to present AR imagery to users, i.e.
at improving the actual AR experience. Maybe an interesting inter-
mediary simulated AR condition could also be using a (well-lit and
adjusted) panoramic image backdrop with the same annotations as in
this study, sacrificing motion parallax and real sensory input (being
situated in an actual outdoor environment) for better image visibility
and experimental control. This would give evidence if the differences
in task performance were indeed due to lighting and resolution differ-
ences or due to the modeling abstractions.

More generally, we are continuing with exploring Mixed Reality
Simulation for different task types (not just search, but also browsing
and annotation and interaction tasks) and for different training envi-
ronments to simulate.
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