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ABSTRACT

This paper explores the characteristics of different display devices
when used for annotation or selection in augmented reality (AR).
We compare three different display types – a head mounted display
and two hand held displays. The first hand held display is config-
ured as a magic lens where the user sees what is directly behind the
display. The second hand held display is configured to be used at
waist level (as you would commonly hold a tablet computer) but the
view is still of the scene in front of the user.

Making an annotation or selection in AR requires two distinct
tasks by the user. First, the user must find the real (or virtual) ob-
ject they want to mark. Second, the user must move a cursor to
the object’s location. We test and compare our three displays with
respect to both tasks.

We studied the first part of the task (finding the object) by having
users complete a visual search task, looking for a single letter in a
set of similar looking letters. Users looked for both real and virtual
letters to compare whether the displays have different performance
when more of the scene is real versus virtual.

We studied the second part of task by giving users a static cursor
at the center of their screen and asking them to select a series of
objects. To select each object, the user needs to move the display
and line up the cursor with the object they wish to select.

We found that using a hand held display in the magic lens con-
figuration was faster for cursor movement than either of the other
two displays. We also found that there was no significant difference
between displays in the amount of time it took users to find objects.

CR Categories: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Evaluation/methodology; I.3.6 [Computer Graph-
ics]: Methodology and Techniques—Interaction techniques;

Keywords: augmented reality displays, user study, interaction
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1 INTRODUCTION

Traditionally, augmented reality (AR) applications have primarily
used head mounted displays (HMDs) for visual output. There are
many reasons for this design choice, one of the primary reasons be-
ing that most designers want the AR experience to create a seamless
integration between real and virtual worlds. Using a HMD allows
for the user’s visual field to be completely immersed in the aug-
mented environment making any virtual objects seem present and
persistent in the real world. This is particularly important when
the application requires constant attention, something that may be
needed for a variety of reasons, such as dynamic virtual content.
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Figure 1: Our study setup. A user is searching for a single V among

a set of similar looking letters using a magic lens. The display is

tracked in 6DOF using infrared LEDs on the device, and cameras

mounted to the walls.

Dow et al. [4] have developed an excellent example application in
this space, porting a popular desktop computer game, Façade, to an
AR environment by physically rebuilding the room the game takes
place in and having the virtual characters move through that real
space.

Recently, there have been an increasingly large number of AR
applications that are built to use hand held displays like ultra-mobile
computers, PDAs, or cell phones as the primary display. An exam-
ple application in this space is Wagner et al.’s [23] Invisible Train
game. This application is a physical model train track that is tracked
using PDAs equipped with cameras, and virtual trains are drawn on
the real tracks. Users can then interact with the trains using a stylus
based interface. The reason most often cited for using hand held
displays for applications like this is user acceptance. In the short
term it is clear that for AR to be broadly adopted it will need to run
on devices similar to those that are already ubiquitous. The com-
mercial market already seems to be headed in the right direction
for this to happen, with cameras, accelerometers, and GPS sensors
becoming fairly common in many of these devices, and more AR
applications being developed for these commodity hand held de-
vices.

While hand held displays are growing in popularity for AR, it is
not clear how these displays compare to HMDs for many common
AR tasks. There are obviously many differences between the two
types of displays, one of the most apparent being the difference in
the level of visual immersion each display offers to the user. While
using a hand held display, the separation between the virtual and
real objects in the scene is much more pronounced, given that the
user can simply look up from the display to see which objects exist
in the real world. It has not been shown, however, what effect this
difference has on task performance. Some virtual reality (VR) re-
search has shown that presence does effect task performance [18],
but it has also been shown that hand held displays can be just as



effective for task performance in VR as larger more immersive dis-
plays [5][7].

In this paper, we will examine how display choice effects task
performance in an AR environment. We have conducted a user
study to look at the related tasks of selection of existing objects, and
annotation of new objects. These general tasks can be broken up
into two conceptual parts. First the user must search for and locate
the object they wish to select or annotate, and second they must
move some sort of cursor or selection device to that location. One
difference that sometimes exists between selection and annotation
is that when annotating a new object it is often necessary to assign
a distance to that object as well as a direction vector. In the past, we
have looked at techniques for completing annotations at a distance,
including techniques to determine the distance to the object being
annotated [24], but for this study we will only look at making the
annotation or selection on the image plane, and assume that there
is some other technique like ray casting [2] in place to complete
the annotation or selection. We had users search for both real and
virtual objects in the study to determine if display choice should be
impacted by the amount of virtual content present in the AR scene.

More concretely, this paper compares two different tasks, mov-
ing a cursor and visual search, between three displays. The first
display device we used is a head mounted display, and the second
is a hand held display, which we used in two different configura-
tions. First, users were required to hold the hand held display at
approximately waist height and look down at it, like they would a
tablet computer. We will call this display configuration the tablet.
In this case, the camera was pointed directly off the top of the dis-
play (See figure 7). We also looked at holding the hand held display
like a magic lens [15] where the camera is pointing directly behind
the display, and users must hold the display up at head height, and
look through it (See figure 4). We will refer to this configuration as
the magic lens.

One goal of this study was to be able to make recommendations
for using one display over the other in the application space of an-
notation and selection. The major findings of our study are:

• When moving a cursor by moving the display, the magic lens
was faster than either the HMD or tablet. The tablet also had
a higher error rate than either of the other two displays.

• There was no significant difference in time to completion be-
tween displays when searching for either real or virtual letters.
This result also extends to users who looked directly at the real
letters instead of looking through the display.

• There was a significant difference in how fast users thought
they were able to complete the visual search task between
displays. Users thought they were faster while using a HMD
when searching for virtual letters, and those users who looked
away from the hand held displays when searching for real let-
ters thought that that was significantly faster approach.

The rest of this paper is broken up as follows, in Section 2 we
discuss some of the major differences in using a hand held display
vs. a head mounted display for an augmented reality application.
Section 3 will describe our design, methodology and setup for con-
ducting our user study, and list the hypotheses we created before
conducting our study. Our study results will be presented in Sec-
tion 4, and further discussion will be given in Section 5.

2 BACKGROUND

Both head mounted displays, and hand held displays have been used
for quite some time in augmented reality. HMDs are used far more
commonly though for many of the same reasons they are used more
frequently in VR. In both cases, a HMD provides a level of visual

immersion that is difficult to match with other displays. However,
visual immersion means a slightly different thing in AR than VR
because in AR many of the things the user is seeing are present in
the real world, and could be seen without any display at all. The
HMD then adds visual immersion only for the virtual objects in the
scene, rather than the entire scene. Another reason for using a HMD
is that it leaves the user’s hands free to either hold other devices or
complete other tasks.

Interaction in AR while using an HMD has been well explored,
and there are many different approaches. Billinghurst et al. [1]
established that in VR spatial head tracked displays have advan-
tages over screen stabilized approaches for certain tasks, includ-
ing searching and selection. In our previous work we have studied
moving a 3D cursor using tracked head motion by itself as much
as possible to leave the user’s hands free [25]. Thomas [21] also
looked at using head motion for selection and annotation, compar-
ing it to two different techniques based on hand held input devices.
Many other people have looked at using hand held devices to con-
trol a cursor as well. Zucco et al. [27] have compared different off
the shelf pointing devices for use in AR with an HMD. Kaiser et al.
[8] have looked at integrating where the user is looking and point-
ing to select objects in both VR and AR. Others have developed
techniques to track the user’s hands either with [19], or without ex-
tra instrumentation [9] from a HMD mounted camera and use them
for input. Many traditional VR techniques for interaction including
ray-casting [2], and image plane interaction [13] were also devel-
oped primarily to be used with a head mounted display.

Another important issue to consider for any sort of interaction
is user comfort. In general it seems that a HMD would be more
comfortable for long term application use than a hand held display,
but this will depend strongly on the actual display chosen and the
type of interactions needed for the application. If a comfortable
HMD is chosen and the application requires long continuous use
a HMD is likely to be more comfortable. However in many other
cases a hand held display will be more comfortable, particularly
if the application only requires intermittent use, in which case the
hand held display could be lowered to a resting position between
uses.

Being able to use the display intermittently and put it down be-
tween uses is definitely an advantage of terms of near term user
acceptance as well. One case where this has been very clearly il-
lustrated was by Wagner et al. [23] with their Invisible Train game.
They have had thousands of people play this game, which likely
would not have been possible with an HMD based device because
of the added bulk, brittleness, and strangeness of a non-main-stream
device.

Rekimoto [15] was one of the first to use a hand held display
in AR with his NaviCam project in the early 90s. More recently
there have been a large number of projects that have been designed
to use mobile devices not only as the display, but also to do all
the processing. The majority of these projects have focused on
how to use the hardware on the device to do tracking, but have
also shown the potential of hand held devices in many different do-
mains. Föckler et al. [6] demonstrated using a mobile phone as a
museum guide. In their application the phone recognizes objects in
the museum and then provides extra information to the user about
those objects. Olwal [11] demonstrated another application that
made use of a tracked mobile phone, encoding extra information
only visible through the phone into maps and other real world ob-
jects. Reitmayr and Drummond [14] also used a hand held device
for their model based tracking work, but their camera is pointing at
an angle between where our cameras point in the tablet and magic
lens cases. These projects illustrate some of the potential of using
hand held displays for AR, but do not deeply explore the design
choices for the device. In many of these papers the camera points
directly behind the display, which is necessary in the case of work-



ing the commodity hardware like mobile phones, but has not been
shown to necessarily be the best choice. Having the camera point
up towards the top of the display might also make sense in some
applications because the user would become much less fatigued if
they could rest the display on a strap around their neck rather than
having to hold it up to view the scene through it. For larger displays
like a tablet computer instead of a mobile phone, this might be more
of an advantage. It is also very interesting to look at the modality
of input in each of these cases because it is often very different than
established techniques designed for an HMD. Moving the display to
either view or interact with the scene is a very commonly used de-
sign, and makes sense given the fact that the display is in the user’s
hands limiting their ability to hold other pointing devices. The In-
visible Train also used a stylus and touchscreen for input, which is a
very different input modality that is not available at all when using
a HMD. Because there is no way to have the same interface while
using a HMD we chose not to use the stylus for input in our study,
even though it might have performed very well.

3 STUDY

We designed our study to look at the two main components of a
selection / annotation task independently. The first part of the task
that we looked at was cursor movement, or how long it takes for
the user to move a cursor to the correct screen coordinates to select
something. The second was visual search, or finding a single object
out of a set of other similar looking objects. We compared the three
different displays for these tasks, a head mounted display, magic
lens display, and tablet display.

3.1 Design

3.1.1 Cursor Movement Task

We studied the movement task by having users complete a simple
connect the dots puzzle like those commonly found in children’s
books. The users were shown a numbered series of dots in a recog-
nizable and simple shape in the real world, and asked to virtually
connect them by clicking on the next dot in the sequence. The users
were also shown a virtual circle around the next dot in the sequence,
and had to click within that circle for the dot to be considered se-
lected (see Figures 2 and 3).

The goal of this part of the study was simply to see how fast
the user could move the cursor to the correct location, with no ex-
tra mental effort required to figure out where the correct location
was. Any differences between techniques will therefore show ei-
ther the mental or physical differences in the user’s ability to move
the cursor to the correct location. This test was partially inspired
by a study conducted by Schulze et al. [17] to determine if display
choice impacted users ability to mark spheres in VR. We chose to
use a connect the dots pattern rather than to have users click on as
many objects as they could within a time limit to remove any effect
marking strategy might have on the results.

We completed this part of the study in two steps. We first wanted
to ensure that the difference in the visual display itself was not go-
ing to have significant impact on how users perceived the world,
so to control for this we had users complete the same connect the
dots picture, with the same input device, leaving the display as the
only variable. The users were shown the connect the dots pattern
that can be seen in Figure 2, a four leaf clover, that fit inside the
camera’s field of view, and contained 26 dots. The users were then
asked to hold the display still and complete the connect the dots us-
ing a hand held trackball. Users completed this task using both the
HMD and tablet. We used the same pattern for both tests as well as
training sessions that were conducted before the test with each dis-
play. We were not concerned about a learning effect based on the

Figure 2: The connect the dots image presented to users when using

the hand held trackball to complete the cursor movement task. As

can be seen the entire image fits on the display, allowing users to keep

the display still, and only use the trackball to complete the task.

Figure 3: The dolphin image used for the cursor movement task when

users were asked to move the display to complete the task. In this

case the participant is using the magic lens.

pattern since it was recognizable before the first training session
even started.

Once this part of the study was complete we had the user com-
plete a second connect the dots picture by moving the actual dis-
plays. This was accomplished by having a cross in the center of
the user’s field of view act as the cursor. The user had to line this
cross up with each dot to select it. While using a HMD, head mo-
tion has shown to be an effective means of cursor control [25], and
we wanted to test similar techniques using a hand held display to
more carefully control our results. Naturally, it is possible that there
are better techniques to use with a hand held display. For example,
stylus input on a tablet has been shown to be quite fast at object
selection [3]. Stylus input is very tablet specific however, and there
is not an equivalent technique using a HMD, so we did not include
it in our study. Even with the stylus, users would still have to move
the display to get the object they wish to select on the screen, so it is
still important to see how quickly users can move the actual display.
For this part of the study we used a larger connect the dots image of
a dolphin containing 40 dots that spanned two walls around a 90 de-
gree corner (See Figure 3). We chose to use two walls for our study
so that the objects users were selecting were actually in 3D, instead
of just 2D if we had only used one wall. Users were given a chance



Figure 4: A user’s view of world when completing the visual search

task for a real letter, in this case a V . This user has just found the

V using the magic lens, and marked it.

Figure 5: The user’s view of the visual search task with virtual letters.

As can been seen the letters are only viewable through the display.

to train with each display for input until they were comfortable, and
then tested on the same image.

3.1.2 Visual Search Task

The second task we studied was a visual search task. In general
visual search is often used to distinguish cognitive issues in search
and attention. It has also been used in VR as a test for immersion
[12][16]. The task normally involves searching for one or more
known objects out of a larger set. The goal of the majority of visual
search tasks is to force the user to conduct a limited capacity search
[22] requiring them to carefully look through the entire set to find
the object they are searching for. The opposite of this would be a
search using pre-attentive processes where the target immediately
jumps out at the user. An example of this would be if the target was
a different color than all of the other objects in the set.

We chose this task to see if the choice of display impacts a user’s
ability to conduct a visual search. There are several reasons we
think that the display might effect visual search. It is possible that
one display might allow the user to build a better mental map of
where they have already looked than another. Also, if users look
away from the hand held displays and directly at the real objects
in the scene that might allow them to more quickly complete the
search through those objects because they will have a larger field of

view than they would looking through a display at the same space.
For this task we had users search for a single letter that either

occurred once or not at all, in a set of similar looking letters (see
figure 4). We used two sets of camouflage letters, one where the
dominant feature in the letters is diagonal lines (AKMNVWXYZ)
and one where the dominant feature is horizontal and vertical lines
(EFHILT). These are the same sets of letters used by Pausch et al.
[12] and Robertson et al. [16] in their visual search work in VR.
For our study we covered two walls with the letters, using 450 let-
ters overall. In this set the letter the user was searching for had a
75% chance of being present. We tested each display on two differ-
ent random sets of letters in two conditions, one where the letters
were present in the real world (See Figure 4), and a second where
the letters were virtual and only visible through the application (See
Figure 5). This gave us a total of 12 visual search test cases per user.
We permuted the order of both displays and real or virtual data sets
for the 12 tests between users. The motivation for having real and
virtual cases was twofold. First, since we are studying an AR appli-
cation there will commonly be both real and virtual objects present
at any time that a user may want to interact with. The second mo-
tivation was that the HMD is a much more visually immersive dis-
play than the hand held display in either configuration. This extra
level of immersion might give it an advantage when searching for
virtual letters, while the hand held displays might have an advan-
tage when searching for letters in the real world, since users could
easily look away from the displays. We made it clear to the users
that they could use whatever approach they wanted to search for the
letter, and more than half did look away from the hand held display
to directly view the letters on the walls. When looking through any
of the displays users could see between 25 and 40 percent of the
letters depending on the direction they were looking and exactly
where they were standing.

3.2 Setup

The study was conducted in a lab environment with the user stand-
ing between 2.5 and 3 meters from each display wall. Users stood
behind a table for the entire experiment, but were not instructed to
stand exactly in any particular place. A small minority of users took
half steps in different directions during the study. To track the user
we used WorldViz’s Precision Position Tracker (PPT) system with
a rigid body plug-in allowing us to track orientation as well as po-
sition. The HMD we used as well as the hand held display in both
positions can be seen in Figures 4, 6, and 7. For both the HMD and
hand held display the four arms extending from the display hold
infrared LEDs that are tracked in 3D by PPT by using four infrared
cameras. We used Point Grey FireFlyMV cameras for both displays
with 6mm micro lenses, giving us a horizontal field of view of 35
degrees. With this setup users could see between 25 and 40 per-
cent of the area used for display which was 2.4 by 1.7 meters on
each wall with both sides coming together at a seam in the corner.
Both of our displays were video see through and ran at 640x480
which was also the native resolution of the cameras. Our applica-
tions ran at 25 fps. We used a Sony Glasstron PLM-S700E for our
HMD and an Innovatek 868 touch screen display with a diagonal
size of 8 inches for our hand held display. In both cases we used
an Alienware Area-51 m5500 to run our applications and drive the
displays.

We used two projectors to show our real world objects both to
make it faster to switch between setups while running the study,
and also for repeatability. We projected white on black, so there
was no apparent “screen”, only the objects the user was expecting
to see. The other options for displaying real objects, like having
letters printed on large sheets of paper seemed to be prohibitive
in the amount of time it would have taken to switch between test
cases, particularly in the visual search portion of the study when
we were changing setups frequently. We do not feel we lost any



Figure 6: The HMD we in our study. The four arms support infrared

LEDs used for 6DOF tracking.

Figure 7: The hand held display used in our study in the tablet con-

figuration. Here a user can be seen completing the cursor movement

task.

visual fidelity while looking at the projected objects through the
displays. They looked just as clear as any other real objects in the
scene. The projectors we used were bright enough and close enough
to the walls for images to look very real and solid, even with normal
lighting on in the room.

For most of our tests we needed users to click a button to select
either the next dot in the connect the dots or the letter that they
had searched for. When using the HMD we used the trigger button
on the hand held trackball, an ErgoTouch RocketMouse, for this
purpose, and for the hand held display we added a button to the back
of the display that the user could click while holding the display in
either configuration. For the first part of the cursor movement task
users used the RocketMouse to move the cursor. Users were not
told how to hold the hand held display, but nearly all held it with
two hands for the duration of the study.

We also had users fill out a questionnaire during the study.
The main purpose of the questionnaire was to ask users how they
thought they had performed with each display for each test and how
comfortable they were using that display. We had users complete
this questionnaire in parts, completing the corresponding part of the
questionnaire after each part of the study.

We had 21 users participate in our study, 17 men and 4 women.
All were between 22 and 30 years old, and agreed to participate in
the study without compensation. All had used some form of hand

held display before, and half had used a head mounted display. Half
had also previously used a tablet display.

3.3 Hypotheses

We formed the following hypotheses before conducting our study.

Hypotheses for cursor movement task:

1. When using the trackball to move the cursor, the use of the
two different displays will not make a significant difference
on either the speed or accuracy with which the user will be be
able to complete the connect the dots task.

2. When completing the cursor movement task by moving the
displays the HMD will perform the best when performance
is defined as speed and accuracy. The tablet’s performance
will suffer due to the extra layer of indirectness between the
orientation of the display and the orientation of the camera.
The magic lens will also have a poorer performance because
of the awkwardness of holding up the display.

Hypotheses for visual search task:

1. When searching for a real letter, users will be able to find the
letter more quickly when using the hand held displays than
the HMD because they can look away from the display, and
by directly looking at the objects have a larger field of view
as well as a better spatial sense of where they have already
looked.

2. When searching for a virtual letter, the users using the HMD
will be able to find the letter more quickly than with the hand
held displays because they will have a more immersive view,
giving them a better spatial understanding of what they have
already looked at and where they still need to look.

4 RESULTS

In this section we present an analysis of the results of both tasks
in our study. In our post study questionnaire we found one result
that pertains to both parts of the study. We asked users to rate how
comfortable they felt each display was to use. The results to this
question showed no significant difference (one way repeated mea-
sures ANOVA p = 0.1). However users did feel that the magic lens
was slightly less comfortable, a feeling that would likely be am-
plified the longer an application was running for. This suggests
that a magic lens display could be useful for short tasks or appli-
cations where the user may want to look at the virtual objects only
sporadically, but not necessarily for applications where long term
continuous viewing of virtual objects is needed.

4.1 Cursor Movement Task

As described, we had users perform two similar tasks to test cursor
movement. In the first task users held the display still and moved
the cursor with a hand held trackball. Our hypothesis was that using
the two different displays would not effect task performance if the
control device used to complete the task was constant between the
two.

We found that there was no significant difference in the amount
of time it took users to complete the connect the dots task. It
took users 31.5 seconds to complete the task while viewing the
scene through the HMD, and 33.9 seconds while viewing the scene
through the hand held display. Those times correspond to 1.5 sec-
onds and 1.62 seconds per successful click respectively. A paired
t-test showed no significant difference between these times (p =
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0.2). We did find that users made significantly more errors (clicks
not on the next dot), while using the hand held display (1.95 errors)
than the HMD (0.86 errors) (paired t-test p = 0.017).

We were surprised by this result, since our hypothesis was that
the two displays would be the same in time and accuracy. We think
the discrepancy can be explained by the fact that some users had a
difficult time holding both the trackball and the display. These users
still tried to hold the display with two hands which made it more
awkward to use the trackball at the same time. We tried to control
for this by attaching a neck strap to the display, but some users did
not want to use it and instead held all the weight of the display in
their hands, which was more difficult to do with one hand. Other
users also used both hands to hold the trackball when using the
HMD, feeling that they could hold it steadier that way. In general,
we feel that this difference was much more likely due to ergonomic
issues of using the trackball and hand held display simultaneously,
something that would not normally be done, than a difference in
how the scene was perceived through the two displays.

For the second cursor movement task we had users move the dis-
play itself to change the location of the cursor which was statically
placed in the center of the field of view. Our hypothesis was that the
HMD would perform the best, while the performance of the magic
lens would suffer because of ergonomics, and the tablet would suf-
fer because of the extra mental rotation users would need to perform
to go from screen coordinates to camera coordinates.

We found that the magic lens was actually significantly faster
than the other two displays at completing the connect the dots task
(one way repeated measures ANOVA p < 0.0001) as can be seen
in Figure 8. Users completed the 40 dot picture in 36.2 seconds
(0.91 seconds per dot) with the magic lens, compared to 42.7 sec-
onds (1.07 seconds per dot) with the HMD, and 42.2 seconds (1.06
seconds per dot) with the tablet.

There was also a significant difference in the number of errors
that users made while completing the task (one way repeated mea-
sures ANOVA p = 0.019). The HMD and magic lens had the fewest
errors, with 3.24 and 3.62 erroneous clicks respectively, while the
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Figure 9: Results from the visual search task when the letters were

visible in the real world.

tablet had 5.05 errors per trial.
These results give us a rough ordering of the three displays for

our task. The magic lens was the fastest and had a small number
of errors, the HMD was not as fast but also had a small number of
errors, and the tablet was slow and had a large number of errors.
We think the reasons why the magic lens performed the best are
because it is a very intuitive and direct interaction, and people’s
hands are generally very dexterous. The intuitiveness of the display
was particularly shown by one user in our study who made shooting
noises every time he clicked while completing the task. We feel that
the HMD was not as fast for two related reasons. Head motion is
generally augmented with eye motion, something that users were
not able to make use of for this technique. Because of this users
were not as used to having to move their head for every annotation.
Also, head motion does not generally need to be as precise as it did
for this study because eye motion can compensate for not turning
one’s head completely to look directly at each object.

The tablet was likely more error prone because of the extra men-
tal rotation users had to perform when moving the display. Some
users particularly had trouble remembering immediately which way
to move the display to move the cursor up and down. This extra
level of mental effort likely reduced users precision with the dis-
play leading to the larger number of bad clicks.

4.2 Visual Search Task

Our visual search task was divided into two parts. In one part the
users searched for letters that existed in the real world, and in the
other part the letters were only present virtually in the application.
During this part of the test users were directed to mark the letter if
it existed and tell the study administrator if they thought the letter
was not present. In our analysis of the case when the search letter
was present we have only included results from trials where the
user found the letter without first claiming that it was not present.
Including these extra cases does not change the significance of any
of our results, as they are largely outliers. Generally when a user
scanned the entire space and decided a letter was not present they
had a more difficult time finding it on a second pass than they would
have a different letter in a different location in a new test. This is
largely because users did not change their search strategy between
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Figure 10: Results from the visual search task when the letters were

visible in the real world and the target letter was present. Results are

split between users who looked up from the display and those who

did not.

passes through the letters, and if their strategy caused them to miss
the target letter the first time they were also likely to miss it the
second time.

We will first discuss the case where the letters were present in
the real world. In this case we found no significant difference in
time to finding a present letter between displays (one way ANOVA
p = 0.47). Users using the HMD, magic lens, and tablet took 30.2,
23.3, and 24.9 seconds respectively to find the hidden letter. In all
cases the standard deviation was quite large (between 15 and 30
seconds) due to the target letters being randomly spread through-
out the search space. In some cases that meant users would see the
target almost immediately, while in other cases they would have to
scan through nearly the entire space before finding the target let-
ter. We also found no significant difference between displays when
searching for letters that were not present (ANOVA p = 0.4). In this
case users reported that they thought the letter was not present in
59, 54.2, and 70.3 seconds for the HMD, magic lens, and tablet re-
spectively. One interesting thing to note though is that these times
are roughly double those of when the users did find the letter. This
indicates that users did very little rescanning before deciding the
letter was not present. This seems appropriate for our task since
the space in which the letters was present was very simple, allow-
ing users to easily know where they had already looked, and where
they had not. Both results for when the target was present and not
present can be seen together in Figure 9.

We also looked at results to see if there was any difference in
performance between those users who chose to look away from the
hand held display and directly at the letters on the wall, and those
who did all of their scanning by looking at the display. 13 of our 21
users looked up from the display and directly at the letters on the
wall when that was possible. We found from a two way ANOVA
that there was no significant difference in the time it took to find
a present letter between those who looked up and those who did
not. This division can be seen in Figure 10. We are quite sur-
prised by this result, as we had hypothesized that it would be much
faster to look directly at the letters than it would be to look through
the display. Users of our study were similarly surprised. Using a
two way repeated measures ANOVA there was a significant inter-
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action between which display users thought was the fastest to find
the letters with, and whether they looked up from the display (p =
0.013). Users who did look up thought they had performed faster
with either of the hand held displays, since they looked away from
both, while users who did not look away from the display thought
they had performed faster with the HMD. This result can also be
seen visually in Figure 11. Another possible indication of a dif-
ference between looking up and not looking up comes from how
frequently users said the target letter was not present, when it was
in fact present. Those users who did not look away from the hand
held display gave this false negative answer 7 out of 25 times (28%),
while users who did look away from the display only did 3 out of
38 times (7.9%). The number of times that this happened in either
case is small enough that it is difficult to tell if there is any signifi-
cance to it. If it was significant it might show that users who looked
away from the display were more likely to look through the entire
space, while users who looked at the display might have inadver-
tently skipped parts of it.

We also had users search through letters that were only virtually
present. The motivation for this was to see if some displays were
better for viewing virtual objects with, while others were better for
viewing objects in the real world. However, we found no signifi-
cance between times in searching for letters that were present (one
way ANOVA p = 0.73). On average users took 30.4, 35.4, and
31.4 seconds to find the present letter using the HMD, magic lens,
and tablet respectively. When the letters were not present there
was again no significance in how long users took to decide that
the target letter was not present (one way ANOVA p = 0.11). In
this case the averages times the users took to decide this were 65.3,
70.8, and 95.8 seconds respectively, in the same order given above.
These times can also be seen in Figure 12. This result again dis-
agreed with our hypothesis, since we thought users would be faster
when using the HMD because of the more immersive view of the
virtual objects. Interestingly users also thought this. When asked
which display they thought they performed fastest with users picked
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the HMD over either of the other two (one way repeated measures
ANOVA p = 0.006) as can be seen in Figure 13.

5 DISCUSSION

While we have looked only at two common but specific task, we
feel that our results shed some light on the more general differences
between using a hand held display and head mounted display in
augmented reality.

For the cursor movement task we found that the magic lens per-
formed the best, followed by the HMD, and then the tablet. We
feel that this result can be interpreted in a number of ways. First it
clearly shows that using display motion as an interface for a hand
held display works very well. On the other hand the HMD was not
much worse, and has the advantage of not fatiguing the user nearly
as quickly, perhaps making it a better choice if the application be-
ing developed requires more long term attention. Fatigue did not
manifest itself in our study however because all of our tasks were
relatively short.

There should obviously be many factors other than performance
in a cursor movement task that should be taken into account when
choosing which display to use in a particular application, including
the audience and type of application. We feel that all three displays
performed well enough to be recommended for different applica-
tions. For instance, even the tablet could be recommended in the
case of a heavier display that users would not be able to hold up for
as long, especially since a stylus based interface could be more eas-
ily be used with it. It could be ideal for an application where users
make a small number of annotations and then attach extra content
to those annotations, a task that the stylus would likely excel in. It
also did not perform a large amount worse in our study showing
that with more use, users could likely become familiar with the ex-
tra mental rotation needed to go from the screen coordinate system
to the camera coordinate system.

The visual search task that we used in our study has been used
in VR by Pausch et al. [12] and others to try to determine differing
amounts of presence in the virtual environment between displays.
We do not feel that we can make a similar claim of presence in
AR because presence and immersion do not have nearly as clear
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of definitions in AR as they do in VR [26]. There have been a
small number of attempts to compare the amount of presence felt
in an AR environment to a similar VR environment. Dow et al.
[4] found that in their fully immersive, interactive story based AR
application users had a higher sense of presence than in a desktop
based VR version of the same application. Tang et al. [20] tried to
elicit similar responses from users using the ITC-Sense of Presence
Inventory, a standard presence questionnaire. They were unable to
find any significant differences between the AR and VR versions of
their application however, likely because the questionnaire was not
designed with AR in mind. There has been no attempt to quantify
presence in AR to the level where it might be possible to distinguish
different levels of presence in different displays.

One result that we were very interested in was if it would make
a difference if users looked up from the display when searching for
a target letter in the visual search task. We found that there was
no difference in the time it took them to find the target letter, al-
though there was perhaps some difference in how the space was
perceived since a larger percentage of users thought a present letter
was not present when looking through the hand held displays. This
was likely because users had a much larger area that they could see
the letters in when looking away from the display than looking at
the small hand held screen. There have been studies in both AR
[10] and VR [7] looking at whether the size of the screen the user
is looking at effects task performance, but those studies have pro-
duced mixed results. Our study does little to clarify this since the
task performance was the same whether users looked at the small
display screen or directly at the wall, while at the same time users
who looked directly at the wall thought they were much faster. This
contradictory result is possibly because users were able to see the
objects better without looking through the hand held display, but
because there was a high level of task involvement in both cases
that was not the dominant factor in how fast they were able to find
the target letter. Users who did not use the display to find the target
letter were also slowed somewhat by having to find the target, then
move the display, and find it a second time while looking through
the display. The fact that users thought they did better when looking
away from a hand held display when searching for real letters, and
thought they did better with the HMD when searching for virtual



letters might suggest that display choice should also depend on the
level of virtual content in the scene. If there is more virtual content,
a more immersive HMD might be a better choice.

6 CONCLUSIONS AND FUTURE WORK

We have conducted a study comparing techniques used for selec-
tion and annotation in augmented reality between three different
displays. To compare techniques common to selection and annota-
tion we broke these tasks up into two smaller parts. The first step
that needs to be done for any selection or annotation is to find the
object to be selected or annotated. Once the user has determined
what they would like to select or annotate they then need to move a
cursor to that location to complete the task. We have looked at these
two steps independently, first looking at how long it takes to move
a cursor while using different displays by having the user select a
large number of objects. Second we looked at how well users can
find an object with each display by presenting them with a complex
visual scene where the object they wish to select is difficult to find,
forcing them to perform an effortful, limited-capacity search. We
had users look for both real and virtual objects to determine if some
displays would perform better in one case than the other.

We found several significant results in our study. First we found
in the cursor movement portion of the study that the magic lens was
the fastest of all the displays we tested. The HMD and tablet had
approximately the same speed, but users made fewer errors with the
HMD. This validates using a hand held display for AR, particularly
if the task involves a large amount of cursor movement. While a
HMD may have many other advantages in some cases, this study
has shown that for annotation and selection using a magic lens may
be more suitable than a HMD. It performed faster for the cursor
movement portion of the study and no worse than the others during
the visual search part of the study. This result also shows that more
visually immersive displays do not directly correlate to better task
performance, something that has also been found in VR [7].

In the visual search portion of our study we had two particularly
interesting results. We found it quite surprising that there was no
significant difference in either the virtual or real case in task per-
formance between the different displays. In spite of that, users had
strong feelings that they had performed better with particular dis-
plays. They favored the hand held displays that they could look
away from when searching for real objects, and the HMD when
searching for virtual objects. These results suggest to us that there
were other factors involved that caused the task performance to be
so similar. Perhaps the user’s high task attention overwhelmed the
the smaller differences caused by visual difference between dis-
plays.

Presence has been defined and redefined for years in VR, but
clearly those definitions do not apply directly to AR. In future work
we are very interested in trying to formulate more concretely what
presence means in AR, and if the difference in visual immersion
from different displays could effect the user’s level of presence in
an AR application.
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