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Figure 1: An example color panorama and semi-automatically generated depth map pair. Darker regions of the depth map are closer to the user.
To generate both images the user simply has to look around the scene. Both images are composed of the four surrounding faces of a cube map,
and are not warped to a cylindrical projection. This cube projection causes the strange peak on the roof line in the center of the images.

ABSTRACT

This paper presents methodology for integrating a small, single-
point laser range finder into a wearable augmented reality system.
We first present a way of creating object-aligned annotations with
very little user effort. Second, we describe techniques to segment
and pop-up foreground objects. Finally, we introduce a method
using the laser range finder to incrementally build 3D panoramas
from a fixed observer’s location. To build a 3D panorama semi-
automatically, we track the system’s orientation and use the sparse
range data acquired as the user looks around in conjunction with
real-time image processing to construct geometry around the user’s
position. Using full 3D panoramic geometry, it is possible for new
virtual objects to be placed in the scene with proper lighting and
occlusion by real world objects, which increases the expressivity of
the AR experience.

Index Terms: I.4.8 [Image Processing and Computer Vision]:
Scene Analysis—Tracking; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism—Virtual Reality

1 INTRODUCTION

Mobile Augmented Reality (AR) allows users with wearable or
portable computers to view, and interact with, virtual content that is
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registered to the real world around them. In order to use the full in-
teraction potential of this technology, AR research and application
development increasingly focus on going beyond pre-created anno-
tation, and instead focus on easy creation of new annotations. Ide-
ally, a mobile AR system will build up knowledge of the physical
environment on the fly so that real world objects can be referenced
more easily and virtual annotations can be placed more accurately.

Facilitating simple annotation and modeling is difficult with tra-
ditional outdoor AR equipment however. Existing techniques for
creating new annotations are not ideal, as they require walking [3]
[13] or user interaction and/or external data sources [18][17]. For
proper occlusion by real-world objects it is necessary to have a
model of the real-world environment. In many outdoor systems
a model is built as part of a preparatory offline process; however
this is very time consuming and doesn’t scale well.

Ideally, we would like a system that can both create new anno-
tations with the press of a button, and provide correct occlusion of
annotations with very little effort. We would like this system to
fit the framework of Anywhere Augmentation [10], requiring only
negligible start up cost, no environment instrumentation, and only
off-the-shelf hardware components.

In the spirit of this Anywhere Augmentation agenda, we decided
to add a small, affordable, single-point laser range finder to our
wearable system. With this new interactive sensing modality in
place, we can more easily meet the described requirements.

The main contributions of this work are novel AR techniques
for three important AR tasks: annotation placement and alignment
(section 4), foreground object segmentation (section 5), and 3D
world building from a static location (section 6). Each of these
use our mobile AR platform with an integrated laser range finder.

By enabling simpler and faster techniques for these tasks we
view a laser range finder as a promising tool for ubiquitous AR.
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Figure 2: Our hardware on it’s development platform. The laser range
finder is rigidly mounted to a piece of Lexan, and the camera is care-
fully calibrated to point in the same direction. Here the development
platform is mounted to our wearable system’s helmet.

As hardware continues to shrink a laser range finder could easily be
integrated into either hand-held or head-worn devices, opening up
new opportunities for user interaction and user-generated content in
physical environments.

2 RELATED WORK

The first goal of our system is to aid in annotation. We distinguish
four general ways to register a new annotation point from a distance
in outdoor AR. First, we could rely on the user to estimate the dis-
tance to the object as in our previous work[18]. We found however
that even with extra cues human depth estimation is not accurate
enough for precise annotation placement. A second way of deter-
mining the depth to a point to be annotated is to use multiple views
and triangulation. This can be done either by walking to several lo-
cations, as demonstrated by Piekarski and Thomas [13] and Baillot
et al. [3], or by using an external source for a second viewing angle
like aerial photographs as done in [17]. A third general approach
is to rely on an a-priori model of the environment, in which case
VR interaction techniques such as those developed by Bowman and
many others will be applicable [4]. All of these approaches have
drawbacks, whether it is inaccuracy, time requirements, or need for
environmental knowledge. By using a laser range finder we em-
ploy a fast and accurate fourth way of creating an annotation at a
distance, direct measurement.

A second goal of our system is a simple and effective way of seg-
menting out a foreground object and assigning it a constant depth
(billboarding). The Tour into the Picture system presented by Horry
et al. demonstrates the usefulness of billboarding for image-based
modeling from a single viewpoint [11], although in their system
object segmentation has to be produced manually. Hoiem et al.
later developed an automatic object pop-up technique using ma-
chine learning [9]. Neither of these systems are able to build a
to-scale depth map however, something we are able to do with a
laser range finder. The remaining challenge in our system is to find
the visible extent of an object in the image. For foreground object
segmentation we use graph cut [5, 14].

Several different approaches have been proposed for the problem
of creating a panoramic environment map with depth information.
The depth can be specified by the user in an interactive modeling
system [15], however as with the user interfaces for single view-
point images described above, the depth model produced by this
type of system is only defined qualitatively. With multiple cam-
eras [16], or a moving camera [12], panoramas with parallax can
be automatically produced. More similar to our scenario is that of

Figure 3: This figure shows two labels, “Edge Label” which is cor-
rectly oriented to the surface of the building it is annotating, and “Per-
pendicular Label” which is oriented perpendicular to the viewing an-
gle from which it was created.

Bahmutov et al. [2]. They couple a 7x7 laser range finder array
with a moving camera to produce highly detailed, textured indoor
scene models.

Note the stark difference in focus between our static viewpoint
technique and multi-view geometry approaches that recover or
track sparse depth in moving user views [6], or recover depth in-
formation from landmark features in overlapping photographs [1].

3 HARDWARE AND CALIBRATION

Our testing platform can be seen in Figure 2. The laser range finder
we have chosen to use is an Opti-Logic RS400 which gives cal-
ibrated range readings continuously at 10 Hz and has a factory-
specified range of 400 yards with accuracy of ± 1 yard. It weighs
less than 8 ounces. We are also using a Pt. Grey Firefly MV cam-
era, and a Garmin GPS 18 receiver. For orientation tracking we are
using DiVerdi et al.’s Envisor system [7]. Envisor provides com-
pletely vision based orientation tracking, using both sparse optical
flow for frame to frame features and heavyweight landmark fea-
tures. It builds an environment map on the fly, which we use for
image processing.

We calibrate the laser range finder to point parallel to the user’s
viewing direction. For an outdoor scene this means that the laser
will always hit objects near the center of the user’s field of view.
By measuring the baseline between the laser and camera we can
further determine exactly what pixel in the image the laser is hitting
depending on the distance returned by the range finder.

4 ANNOTATION CREATION

To create an annotation using the laser range finder users must use
display motion (head motion for an HMD) to align the physical
object they wish to annotate with a cursor on the screen that shows
the pixel that is currently being ranged. Once the object and cursor
are aligned a button press creates an annotation at the real world
point by casting a ray from the user through the object and then
placing the annotation at the reported distance along that ray.

The laser range finder also makes it easy for the user to orient
an annotation with the surface they are placing it on. From the
user’s perspective all that needs to be done to correctly orient that
annotation is to continue holding down a button, and then sweep
the laser left or right across the surface of the object they are an-
notating. Because the range finder continuously updates this will
give a number of points on the surface of that object. From this, we
extract the orientation of the surface and correctly orient the anno-
tation. An annotation that has been created with this process can be
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Figure 4: Result of diffusion and graph cut segmentation on a sculp-
ture. Each range point is represented as a dot: red for background
and white for foreground. The bottom right image shows the resulting
segmentation being used for occlusion.

seen in Figure 3. One annotation is directly facing the user which
looks correct from the user’s current position, but would look in-
correct from any other location. The second annotation is oriented
to match the orientation of the wall that has been annotated.

To extract the orientation of a surface we first assume that the sur-
face the user is annotating is vertical. This is a reasonable assump-
tion for urban environments where the majority of annotations will
be on buildings, and constrains the problem to a 2D search space
when viewed from top down rather than 3D. We use a perpendic-
ular regression to find the best fit line through the set of 2D points
where all heights are ignored. This regression minimizes the sum of
squares of the perpendicular distances of each point from the line.
We also use RANSAC [8] to throw out any outliers in the set. Out-
liers are often created by small foreground objects like light poles
that partially occlude the the surface of interest and can be ignored.

5 FOREGROUND OBJECT EXTRACTION

Another task that becomes much easier when using a laser range
finder is popping out foreground objects to use for occlusion. The
laser range finder gives us points on the object to start segmenta-
tion, and the correct depth to the object, so the entire object can
be virtually billboarded. The user interaction for this task can be
very simple. Pressing the input button while looking at an object
starts the foreground object extraction mode. While holding down
the button, the user looks at and around the object they wish to
segment, generating depth samples u0, . . . ,un (until the button is
released). When we first detect Tu = |ui+1 − ui| > τ we assume
that we have jumped between background and foreground, and set
uF = min(ui,ui+1) as the foreground depth. All samples for which
|ui−uF | < Tu are labeled as foreground, and all other samples are
labeled as background.

The next step is to propagate the depth sample labels to the
rest of the image. For this, we use a form of diffusion similar
to that described in DiVerdi et al.’s [7] work to expand informa-
tion out to neighboring pixels. A confidence value is associated
with each pixel, which is highest at known sample points, and ini-
tially zero everywhere else. At each iteration, each pixel looks at
its 8-connected neighborhood and averages its group (foreground
or background) and confidence with neighboring pixels of higher
confidence. This diffusion process is weighted by edge information
as well. We detect object boundaries by examining the intensity
gradient (using the 3x3 Sobel operator). The measure of boundary
Ep = f ( dI

d p ) at pixel p is a function of the magnitude of the gra-
dient. We use f (x) = x4 so that the function will drop off quickly
as the gradient decreases. We use edge information to regulate dif-

Figure 5: An aerial view of the group and planar information for the
data set from Figure 1. Each range point is represented as a dot,
and color represents groups. Extracted planes are represented as
red lines. The user collected the data set from the black X location.
Note that the aerial photograph is not ortho-rectified. Groups not on
building surfaces are due to entryways, trees, or lamp poles.

fusion by subtracting the edge value at a neighboring pixel from
the neighbor’s confidence value before it is considered by the dif-
fusion algorithm. The result is that pixels on an edge have a very
low chance of diffusing their value, effectively stopping the diffu-
sion along boundaries. One particular advantage of this method
is its speed; on an NVidia GPU, 120 iterations per second can be
achieved.

In some cases, the edge-stopping criterion of the diffusion pro-
cess fails to separate background areas from foreground objects.
Assuming that the foreground and background have distinct color
distributions, we can use color-based segmentation to better sepa-
rate them.

We apply a graph cut method for binary color segmentation [5,
14]. The output of the graph cut procedure is a binary labeling
A = (A1, . . . ,An) of each pixel in the image as either belonging to
the foreground F or the background B. Initially, we only know the
correct label for the laser range finder samples around the object
(based on depth). Using these pixels we build 3D color histograms
HF and HB in RGB space, to capture the color distribution of each
label, and then use this information to seed the graph cut procedure.

Figure 4 gives an example case where diffusion-based segmen-
tation failed, but graph cut segmentation succeeded. After a single
sweep across the object, the lower half of the object is segmented.
By sweeping across the top of the object and running graph cut a
second time, the entire object is segmented well, except for a very
dark patch in the middle. In this way the user can refine the object
segmentation by adding more depth samples where needed.

6 PANORAMIC DEPTH MAP CONSTRUCTION

As the user looks around the environment, our technique for build-
ing panoramic depth maps continually integrates color, depth, and
temporal data to refine the estimated 3D model. In our experiments
creating a number of panoramic depth maps we found that the pro-
cess of looking around to completely fill the full 360 degree depth
map takes between two and four minutes, providing between one
and three thousand depth samples from the laser range finder. This
time could likely be reduced with a more robust tracking system.

To begin creating a 3D panorama the user simply looks around.
As the user pans the laser range finder, different objects are ranged.
Because we only receive sparse depth samples compared to the res-
olution of the camera, we need to propagate point labels across the
image. As a first step, we group the range points. Any time there
is a large difference between one depth value and the next we con-
clude we have observed a group boundary. This technique for divid-
ing the range points into groups is robust because of the high update
rate of the range finder. Two consecutive updates will always have a
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Figure 6: A virtual statue occluded by the real world.

small angle in between them, so our algorithm is unlikely to change
groups when moving the range finder along a single surface. The
results of the grouping and plane creation can be seen in Figure 5
from an aerial perspective. Sets of points of a single color represent
a single group.

One significant advantage to dividing the range points into
groups is the semantic information gained about the spatial layout
of the scene. We use this information to seed a diffusion based
flood fill process that expands the groups across the image, as de-
scribed in Section 5. In areas of relatively dense laser range finder
samples, the technique gives excellent segmentation along natural
image boundaries. In areas with less dense sample resolution, the
technique works less well, sometimes stopping short of filling the
correct semantic region, or leaking through boundaries into incor-
rect semantic regions. However, the user can easily improve the
results by sweeping their view over the region again, adding more
samples as appropriate.

From the group expansion we produce a group map which la-
bels each pixel with its group number. Now, the depth of each pixel
must be determined. To do this, we model the scene with vertical
planar surfaces. This is a reasonable approach for urban environ-
ments where most objects around a user are buildings. If we find
that all of the points in a group are co-planar we use that surface for
smooth extrapolation across the whole group. By assuming that all
planes are vertical we greatly reduce our search space, allowing us
to create accurately oriented planes with a small number of points.
To find planes we use the technique described in Section 4 to fit line
segments (that represent the vertical planes from a top down view)
to the points of each group. For a group with no detected planar
objects, we take the average depth of the samples in the group as
the depth of the entire group. Finally, we use the average height
of a user to determine the ground plane, and add that plane to our
evolving depth map.

7 CONCLUSIONS AND FUTURE WORK

We have presented annotation and modeling methodology using a
single-point laser range finder in an outdoor AR setting. We have
presented results that demonstrate how a laser range finder can im-
prove the AR experience in several areas. First, we simplify the
placement of new, possibly object aligned annotations. Building
depth maps of foreground objects, or the entire scene surrounding
the user also becomes possible with little work. The depth maps we
create are accurate enough to be useful for a number of AR appli-
cations, arguably the most useful of which is enabling occlusion of
virtual objects by real world objects, an application of which can be
seen in Figure 6.

The primary focus of this paper has been on the semi-automatic
creation of depth maps from a stationary location. In ongoing work,
we are considering a number of application areas for our 3D panora-
mas. In addition to AR applications, we see great potential for us-
ing our 3D panorama technology in the incremental construction of

large-scale environment models by multiple roaming users.
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