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Lecture 10: Internet Media 
Distribution Case Studies 

Client-server, IP Multicast,  
YouTube, IPTV,  P2P streaming 

Some slides were built from Sanjay Rao’s lecture from Purdue, Bruce 
Maggs’s akamai talk, and the Imc07 presentation from M.Cha  

Readings 

•  IP Multicast Wikipage 
•  I Tube, You Tube, Everybody Tubes: Analyzing 

the World’s Largest User Generated Content 
Video System 
–  http://conferences.sigcomm.org/imc/2007/papers/imc131.pdf 

•  Opportunities and Challenges of Peer-to-Peer 
Internet Video Broadcast 
–  http://esm.cs.cmu.edu/technology/papers/Hui-P2PBroadcastr.pdf 
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Today’s Schedule 

•  Motivation 
•  Ways to distribute video online 

– Client-server 
–  IP Multicast 
– Content delivery networks 
– P2P media streaming design 

•  YouTube Study 

IP Media is Hot! 

•  Large-scale video distribution over 
Internet 
–  Real-time video streaming 

–  Need to support large numbers of viewers 
•  AOL Live 8 broadcast peaked at 175,000 (July 

2005) 
•  CBS NCAA broadcast peaked at 268,000 (March 

2006) 

–  Very high data rate 
•  TV quality video encoded with MPEG-4 would 

require 1.5 Tbps aggregate capacity for 100 
million viewers 

•  NFL Superbowl 2007 had 93 million viewers in 
the U.S. (Nielsen Media Research) 
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Ways to Distribute Video 

•  Client-server 
•  IP multicast 
•  Content delivery networks (CDNs) 
•  Application end points (pure P2P) 

Client-Server 

•  Application-layer solution 
–  Single media server unicasts to all clients 

•  Needs very high capacity to serve large number 
of clients 
–  CPU 
–  Main memory 
–  Bandwidth 

•  Expensive for millions of simultaneous viewers 
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Multicast 
•  Basic idea: the same data needs to reach multiple 

receivers  
! avoid transmitting it once for each receiver 

–  particularly useful if access link has bandwidth 
limitations 

–  can be implemented at link, network and application 
layer 

–  e.g., mailing list as example 

•  IP-Multicast: Network-layer solution 
–  Routers responsible for multicasting 
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IP Multicast  

•  Network-layer solution 
–  Routers responsible for multicasting 

•  Efficient bandwidth usage 
•  Requires per-group state in routers 

–  Scalability concern 
–  Violates end-to-end design principle 

•  Slow deployment 
–  IP multicast is often disabled in routers 

•  Difficult to support higher layer functionality 

*Cast 
•  Broadcast = all nodes on (small, local) network 
•  Directed broadcast = copies to all hosts on remote 

network 
•  Multicast = copies to >= 1 hosts (group) 

Unicast Broadcast Multicast 
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Multicast Groups 

•  The set of receivers for a multicast transmission is called 
a multicast group 
–  A multicast group is identified by an  IP multicast 

address  
–  A user that wants to receive multicast transmissions 

joins the corresponding multicast group, and 
becomes a member of that group 

•  After a user joins, the network builds the necessary 
routing paths so that the user receives the data sent to 
the multicast group 

IP Multicast 

“Smart Network” 

Berkeley 

Gatech Stanford 

Per-group Router State 

Source: 
Purdue 

Built from Sanjay Rao’s lecture from Purdue 
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IP Multicast 

“Smart Network” 

Berkeley 

Gatech Stanford 

Per-group Router State 

Source: 
Purdue 

Built from Sanjay Rao’s lecture from Purdue 

Back to Client-Server 

Berkeley 

Gatech Stanford 

Built from Sanjay Rao’s lecture from Purdue 

Multiple copies 
of the same 
message is 
transmitted on 
the same link  
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Protocol Stack View 
•  IP Multicasting only supports UDP as higher layer  
•  There is no multicast TCP ! 

Network Interface 

IP IP Multicast 

UDP TCP 

Socket Layer 

Stream Sockets Datagram Sockets Multicast Sockets 

User Layer 

Ways to Distribute Videos 

•  Single server, single (or many) clients 
•  IP multicast 
•  Content delivery networks (CDNs) 
•  Application end points (pure P2P) 
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Problems with the Centralized 
Approach 

•  Slow 
–  content must traverse multiple 

backbones and long distances 

•  Unreliable 
–  delivery may be prevented by  

congestion or backbone  
peering problems 

•  Not scalable 
–  usage limited by bandwidth  

available at master site 

•  Inferior streaming quality 
–  packet loss, congestion, and narrow 

pipes degrade stream quality 

Content Delivery Networks 
•  Strategically located replicas unicast content to nearby 

clients 
•  Clients can access the content on the replica servers 

nearest to them or the one with less current load. 
–  Reduces burden on primary server 
–  Improves perceived performance at client 
–  Low-latency, high-availability, high-scalability 

http://www.abacast.com/ 
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Commercial CDNs 

•  Akamai CDN is the largest 
–  Reports peak aggregate capacity of 200 Gbps 
–  Not enough for 1.5 Tbps requirement for 100 million 

simultaneous viewers 

•  Limelight CDN served YouTube content 

•  Amazon Cloudfront 

•  Yahoo! 
•  …… 

The Akamai Solution 

•  Monitors the Internet 
and routes around 
trouble spots 

•  Distributes all forms of 
content and supports 
applications 

•  Provides feedback  
on hit counts to content 
providers 
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Content Provider’s 
Web Server 

Downloading www.xyz.com  
- The Akamai way 

DNS 

Page Served by Akamai 

Typical Page Content 
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Advantages of the Akamai 
Solution 

•  Fast 
–  Content is served 

from locations near 
to end users 

•  Reliable 
–  No single point  

of failure 
–  Automatic fail-over 

•  Scalable 
–  Master site no longer 

requires massive 
available bandwidth 
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Ways to Distribute Videos 

•  Single server, single (or many) clients 
– Not scalable 

•  IP multicast 
– Required uniform router hardware 

•  Content delivery networks (CDNs) 
– $$$$, serve small-size, highly popular data 

•  Application end points (pure/hybrid P2P) 

P2P technology 
•  The servers serve only a handful of clients; 
•  Each of the clients in turn propagate the stream 

to more downstream clients and so on. 
•  This moves the distribution costs from the 

channel owner to the user. 
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P2P Applications 

•  Many P2P applications since the 1990s 
– File sharing 

•  Napster, Gnutella, KaZaa, BitTorrent 

–  Internet telephony 
•  Skype 

–  Internet television 
•  PPLive, CoolStreaming, Joost 

Why P2P? 

•  Every node is both a server and client 
– Easier to deploy applications at endpoints 

– No need to build and maintain expensive 
infrastructure 

– Potential for both performance improvement 
and additional robustness 

– Additional clients create additional servers for 
scalability 



5/5/10 

15 

P2P Overview 

•  Application-layer approach 
•  Clients send contents to each other  
•  Use an Overlay Network! 

Overlay Network 

•  Consists of application-layer links 
•  Application-layer link is logical link consisting 

of one or more links in underlying network 
•  Used by both CDNs and pure P2P systems 

R1 R2 A B 

R3 C D 
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Purdue 

Stan1 

Stan2 

Berk2 

Overlay  Tree 

Gatech 

Berk1 

Stanford 

Berkeley 

Dumb Network 

Gatech Stan1 

Stan2 

Berk1 

Berk2 

Source: 
Purdue 

P2P Multicast 

Overlay Performance 

•  Even a well-designed overlay cannot be as efficient as IP Mulitcast 
•  But performance penalty can be kept low 
•  Trade-off some performance for other benefits 

Increased 
Delay 

Dumb Network 

Gatech Duplicate Packets:  
Bandwidth Wastage  

Stanford 

Berkeley 

Source: Sanjay Rao’s lecture from Purdue 



5/5/10 

17 

Ways to Distribute Videos 

•  Single server, single (or many) clients 
– Not scalable 

•  IP multicast 
– Required uniform router hardware 

•  Content delivery networks (CDNs) 
–  $$$$, serve small-size, highly popular data 

•  Application end points (pure/hybrid P2P) 
– Unstable, popularity driven 

Today’s Schedule 

•  Motivation 
•  Ways to distribute video online 

– Client-server 
–  IP Multicast 
– Content delivery networks 
– P2P media streaming design 

•  YouTube Study 
–  I Tube, You Tube, Everybody Tubes: Analyzing the 

World’s Largest User Generated Content Video 
System 
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Lots of User Generated Contents 
(UGC) 

•  UGC is very different 

 How different? 

UGC vs. Non-UGC 
•  Massive production scale 

–  15 days in YouTube to produce 120-yr worth of 
movies in IMDb! 

•  Extreme publishers 
–  1000 uploads over few years  vs.  100 movies over 50 

years 

•  Short video length 
–  30 sec–5 min  vs.  100 min movies 

36 
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"  Popularity distribution 
"  Popularity evolution  

"  Crawled YouTube and other UGC systems 
 metadata: video ID, length, views 
 1.6M Entertainment, 250KScience videos  

37 
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QUESTION 1: VIDEO 
POPULARITY DISTRIBUTION 

  Static popularity characteristics 

38 
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QUESTION 2: HOW DOES POPULARITY 
EVOLVE OVER TIME? 

  Relationship between popularity and age 

41 

Popularity Evolution 

•  So far, we focused on static popularity 
•  Now focus on popularity dynamics 

•  How requests on any given day are 
distributed across the video age?   

•  6-day daily trace of Science videos  
–  Step1- Group videos requested at least once by 

age 
–  Step2- Count request volume per age group 

42 
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Request Volume Across Age 

43 
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Request Volume Across Age 

45 
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Summary of Observations 

•  Server-created video content 
– Popular videos rule! 

•  User created video content 
– Popular videos rule! 

•  Now Question: How to distribute these 
video contents? 

Peer-assisted VoD 

•  50-200 Gb/s estimated serving capacity 
– Bandwidth, hardware, power consumption 

•  Stream from VoD servers or from peers 
– Varying user lifetime 

48 

video server 

user B 

movie1 

movie1 

movie2 

P2P when possible 

user C user A 
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Number of Beneficiary Videos 

•  P2P viable when at least 2 online users 
share video 

•  Very few videos benefit, but they benefit a 
lot 

49 
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Server Workload Savings in P2P 

•  Potential for significant savings  
Due to skewed and temporal request 
patterns 

50 

P2P-assisted 
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Today’s Learning 

•  IP media is popular! 

•  Ways to distribute video online, advantages and 
disadvantages 
–  Client-server 
–  IP Multicast 
–  Content delivery networks 
–  P2P media streaming design 

•  YouTube Study 
–  10% popular videos account for 80% total views 
–  P2P can help to distribute video better..  


