
 Brain Network Analysis
• Classify brain networks based on attention mechanism 

 Challenges
• Scalability

Too many edges given the number of nodes 

• Brain networks are complete graphs
Centrality and spatial encodings cannot be applied

 Significance
• Diagnosis of neurological diseases

• Monitor the effectiveness of certain therapies

• Discover novel treatments 

Attention for Brain Network Analysis 

1 Problem Definition

 Definition of Brain Network

• 𝑿 ∈ ℝ𝑉 × 𝑉

• 𝑉 is the number of nodes 

• fMRI: most commonly used for brain network construction

Non-invasive

• Nodes: Regions Of Interest (ROIs) given an atlas 

• Edges: pairwise correlations between BOLD signal from 

ROIs 

 I use MHSA to generate more expressive node features 

where 𝒁𝐿 = 𝑀𝐻𝑆𝐴 𝑿 ∈ ℝ𝑉×𝑉

• 𝒁0 = 𝑿

• 𝑴 is the number of heads

• 𝒍 is the layer index 

• 𝑾𝒪
𝑙 , 𝑾𝒬

𝑙,𝑚, 𝑾𝒦
𝑙,𝑚, 𝑾𝒱

𝑙,𝑚 are learnable model parameters

• 𝑑𝒦
𝑙,𝑚 is the first dimension of 𝑾𝒦

𝑙,𝑚

2 Brain Network

4 Experiment
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 Task-fMRI time series from Human Connectome 

Project
• 340 subjects

• 360 ROIs (Glasser Parcellation)

• 3 classes

• 2034 brain graphs

 Connection profiles as node features
• Low-cost

• Encode structural & positional information

• Better for GNNs

 Testing different READOUT functions (Validation AUC)

• 𝒁𝐺 = 𝐶𝑜𝑛𝑐𝑎𝑡 𝑅𝑒𝐿𝑈(𝑊𝒛𝑢
𝐾) 𝑢 ∈ 𝑉)

• 𝒁𝑮 = 𝑆𝑢𝑚 𝐵𝑁(𝒛𝑢
𝐾) 𝑢 ∈ 𝑉)

• 𝒁𝑮 = 𝑀𝑎𝑥 𝒛𝑢
𝐾 𝑢 ∈ 𝑉)

 T-SNE single node attention space for many subjects 

(M vs WM)

• Different tasks have varied representations in the latent space 

for the same node

 T-SNE single node attention space for many subjects 

(WM vs L)

• Some tasks have similar embedding patterns across 

individuals 

• Verified from neuroscientific knowledge for abstract tasks

Similar ROIs firing
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