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Fig. 1. The proposed deep learning method is able to generate disentangled SVBRDF maps from a single, casually captured image. Thanks to a new
highlight-aware convolution operation and a well-designed two-stream network, our method succeeds in recovering rich and detailed reflectance variation
from the input image, and significantly outperforms the state-of-the-art solution [Deschaintre et al. 2018] that may be plagued with specular highlights.
(Please use Adobe Acrobat and click the renderings to see the animation.)

This paper addresses the task of estimating spatially-varying reflectance
(i.e., SVBRDF) from a single, casually captured image. Central to our method
is a highlight-aware (HA) convolution operation and a two-stream neural
network equipped with proper training losses. Our HA convolution, as a
novel variant of standard (ST) convolution, directly modulates convolution
kernels under the guidance of automatically learned masks representing
potentially overexposed highlight regions. It helps to reduce the impact
of strong specular highlights on diffuse components and at the same time,
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hallucinates plausible contents in saturated regions. Considering that varia-
tion of saturated pixels also contains important cues for inferring surface
bumpiness and specular components, we design a two-stream network to
extract features from two different branches stacked by HA convolutions
and ST convolutions, respectively. These two groups of features are fur-
ther fused in an attention-based manner to facilitate feature selection of
each SVBRDF map. The whole network is trained end to end with a new
perceptual adversarial loss which is particularly useful for enhancing the
texture details. Such a design also allows the recovered material maps to be
disentangled. We demonstrate through quantitative analysis and qualitative
visualization that the proposed method is effective to recover clear SVBRDFs
from a single casually captured image, and performs favorably against state-
of-the-arts. Since we impose very few constraints on the capture process,
even a non-expert user can create high-quality SVBRDFs that cater to many
graphical applications.
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eling; Neural networks.
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1 INTRODUCTION
Reconstructing reflectance properties of real-world materials from
2D images has been a long-standing problem in computer graphics
and vision [Dong 2019; Guarnera et al. 2016; Weyrich et al. 2008],
with applications ranging from product design and visual effects to
virtual/mixed reality and cultural heritage. For opaque materials, the
surface reflectance properties can be modeled by the 6D spatially-
varying bidirectional reflectance distribution function (SVBRDF)
[Nicodemus et al. 1977] of space and angles. Due to the high dimen-
sionality of appearance data and the inherent ambiguity involved in
the problem, reconstructing high-quality SVBRDFs favors multiple
input images captured under different lighting and view directions.
For instance, many early methods use expensive hardware setups to
exhaustively sample the 6D space of SVBRDFs. This allows to cap-
ture high-frequency details and resolve the illumination-reflectance
ambiguity [Dana et al. 1999; Holroyd et al. 2010; Lawrence et al.
2006], but leads to a tedious and arduous process that often limits
the applicability.

To simplify the acquisition process, much effort has been devoted
to reducing the number of input images to a minimum. This can
be accomplished by exploring domain-specific priors as extra con-
straints, such as a sparse mixture of basis materials [Hui et al. 2017;
Ren et al. 2011; Wu et al. 2016; Zhou et al. 2016] and stochastic
texture-like behavior [Aittala et al. 2015]. However, strong prior
knowledge usually restricts the family of materials that can be cap-
tured. Recent work try to estimate general SVBRDFs from a latent
embedded space characterized by different deep neural networks
[Gao et al. 2019; Guo et al. 2020]. These learned material priors sig-
nificantly improve hand-crafted ones, but cumbersome optimization
is required to support an arbitrary number of input images. Typ-
ically, multi-view methods require correct calibration of multiple
cameras, which is often well beyond the capabilities of novice users
and adds fragility of these methods.

For many appearance modeling scenarios, it is more convenient
and appealing to reconstruct an SVBRDF from a single color image,
neglecting any hardware assistance or user intervention. However,
this problem is fundamentally underconstrained as many different
combinations of material parameters can reach the same radiance
observed in the image, resulting in a rather challenging task. Pio-
neered by the work of Li et al. [2017], deep learning has provided
new opportunities for single-image SVBRDF acquisition [Deschain-
tre et al. 2018; Li et al. 2018a; Ye et al. 2018].

In this paper, we endeavor to develop a novel single-image SVBRDF
reconstruction framework using deep neural networks. The input
low dynamic range (LDR) image can be taken from a hand-held
consumer-level camera with a built-in flash. Current state-of-the-art
methods [Deschaintre et al. 2018; Li et al. 2018a] have concentrated
on applying standard convolutions to learn important features from
the image. However, we observe that standard convolutions will
struggle to cope with saturated pixels stemming from specular high-
lights. Since all pixels are treated equally, overexposed highlight
regions will provide ambiguous information that misleads the net-
works, incurring uncomfortable blotchy artifacts. To address this
problem, we propose highlight-aware (HA) convolution which is
designed to extract meaningful features from unsaturated contents,

suppressing the influence of specular highlight pollution. Our HA
convolution automatically learns a soft mask representing the po-
tential overexposed regions from the input image, and uses it to
weaken invalid features produced by saturated pixels.

Considering that the highlight corrupted regions could also pro-
vide useful cues for inferring specular components of SVBRDFs,
we design a two-stream network to take full advantage of the in-
put image. Our network contains two separate feature extracting
streams: a HA convolution stream constructed to explicitly handle
improperly exposed regions and to extract highlight-free features
from multiple scales, while a standard convolution stream responsi-
ble for extracting additional knowledge. An attention-based fusion
module is employed to selectively combine features from different
streams. To train the network, we also design a generative adver-
sarial loss [Goodfellow et al. 2014] to improve the predicted results
with high-frequency details and consistent contents, in addition to
the pixel-wise losses. With this two-stream architecture and the
carefully designed losses, we are able to recover disentangled mate-
rial maps even from a single image, eliminating potential specular
pollution and blurry textures.

Overall, our contributions in this paper include:
• A new convolution variant, i.e., HA convolution, that signif-
icantly weakens the influence of saturated pixels in feature
extraction.

• A well-designed two-stream network to fully exploit use-
ful features from any casually captured image, facilitating
disentangled learning of material properties.

• An attention-based feature selection (AFS)module to combine
features from two different streams, improving the quality of
reconstructed material maps.

• A novel training loss function incorporating a two-scale per-
ceptual adversarial loss to preserve sharp edges and consistent
contents.

We demonstrate the accuracy and flexibility of our method on
both synthetic and real data. Comprehensive experiments show
that our work significantly advances the state-of-the-art of SVBRDF
acquisition from a single image.

2 RELATED WORK
Existing work on SVBRDF acquisition is generally grouped into
two high-level categories according to the number of images used.
Below we review some of the previous work and also briefly discuss
image inpainting which is closely related to our work.

2.1 Multi-Image Surface Reflectance Acquisition
Due to the inherent complexity of real-world material appearances
[Dong 2019; Guarnera et al. 2016; Weyrich et al. 2008], reconstruct-
ing a high-quality SVBRDF initially requires exhaustive spatial and
angular sampling of each material, resulting in hundreds of images.
Conventionally, these images are collected from specialized hard-
ware systems that consist of multiple lights or cameras [Aittala et al.
2013; Asselin et al. 2020; Baek et al. 2018; Dana et al. 1999; Ghosh
et al. 2010, 2008; Goldman et al. 2010; Holroyd et al. 2010; Kang et al.
2018, 2019; Lawrence et al. 2006; Nam et al. 2016; Tunwattanapong
et al. 2013; Wang et al. 2008; Yu et al. 2016]. Despite the accuracy in
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reconstruction, most previous devices are prohibitively expensive
and the acquisition process is time-consuming. To reduce the ac-
quisition cost, it is attractive to use off-the-shelf commodity mobile
devices [Aittala et al. 2015; Nam et al. 2018; Riviere et al. 2016, 2017]
or low-cost RGBD cameras [Ha et al. 2020; Hui et al. 2017; Wu et al.
2016]. To make the problem more tractable, domain-specific priors
or assumptions are commonly imposed on the solution, such as a
low-dimensional manifold in high-dimensional BRDF space [Dong
et al. 2010], a linear combination over a limited number of basis
materials [Hui et al. 2017; Ren et al. 2011; Wu et al. 2016; Zhou et al.
2016], repetitive or stochastic texture-like behavior [Aittala et al.
2015] and sparse incident lighting [Dong et al. 2014]. However, these
assumptions usually limit the range of reconstructed SVBRDFs.

Many recent methods solve this problem by training deep neural
networks using synthetic data for supervision. In the context of
multiple input images, Deschaintre et al. [2019] introduced an order-
independent pooling layer to fuse multiple feature maps produced
by the single-image networks. This helps to combine appearance
cues scattered across different inputs and improve their previous
solution based on a single image [Deschaintre et al. 2018]. Gao et
al. [2019] proposed a unified inverse rendering-based approach for
reconstructing SVBRDFs from an arbitrary number of inputs. They
trained an auto-encoder [Hinton and Salakhutdinov 2006] to extract
a latent space for SVBRDFs and then optimized material maps in
this space. The learned latent space serves as a material prior and
ensures the plausibility of the reconstructed SVBRDFs. However,
due to the fully convolutional natural, this method fails to capture
global patterns in the material, and hence relies on previous methods
for good initialization. In light of this, Guo et al.[2020] proposed
MaterialGAN, a StyleGAN2-based network [Karras et al. 2019], to
learn global correlation in material parameters. They show that
optimization in such a globally robust latent space yields higher
quality reconstruction. Currently, these methods are tailored for
planar exemplar. To properly handle non-planar objects, Boss et
al.[2020] designed a cascaded network for the estimation of SVBRDF,
illumination and shape from two-shot images.

2.2 Single-Image Surface Reflectance Acquisition
SVBRDF acquisition methods (even deep learning-based methods
[Gao et al. 2019; Guo et al. 2020]) relying on multiple input images
hinder adoption by non-expert users since they require correct
camera calibration and registration. For many appearance modeling
scenarios, it is more convenient and accessible to use only one input
image. However, without user intervention [Dong et al. 2011; Lin
et al. 2019], reconstructing surface reflectance from a single image
becomes a highly ill-posed problem. Currently, most successful
methods resort to deep learning.

An early attempt leverages a neural Gram-matrix texture descrip-
tor extracted from a CNN to estimate reflectance properties of a
planar surface [Aittala et al. 2016]. As precise point-to-point corre-
spondences are neglected, this method only works for stationary
textured materials. Li et al. [2017] presented a learning-based solu-
tion to tackle with general textured materials. They introduced a
new training strategy named self-augmentation to overcome the
difficulty of insufficient labeled training data. This method is further

extended to use just unlabeled data for training [Ye et al. 2018].
Considering the impact of appropriate training data on the accuracy
of reconstructed SVBRDFs, Deschaintre et al. [2018] constructed a
large dataset of artist-created, procedural SVBRDFs which cover a
wide range of shading effects.With this dataset, they designed a deep
neural network that combines a U-Net [Ronneberger et al. 2015]
and a fully-connected global branch to extract both local and global
features from a single image, achieving the state-of-the-art perfor-
mance on single-image SVBRDF acquisition. Li et al. [2018a] also
presented a synthetic SVBRDF dataset which is further manually
classified into eight material types for better inference. Deschaintre
et al. [2020] proposed a fine-tuning approach to capture SVBRDFs
from large planar surfaces taken with ambient lighting. To remove
the restriction of planar surfaces, Li et al. [2018b] proposed a cas-
caded CNN for recovering arbitrary shape and SVBRDF from a
single mobile phone image lit by environment map and dominating
collocated flashlight. This method is further extended to handle
complex indoor scenes with a deep inverse rendering framework
[Li et al. 2020]. A concurrent work [Zhou and Kalantari 2021] lever-
aged adversarial training and some real materials to improve the
quality of reconstructed material properties. Since most methods
do not explicitly handle improper exposure, they easily generate
uncomfortable artifacts in highlight saturated regions. Our work
addresses this problem by resorting to a learnable dynamic feature
selection mechanism driven by specular highlights.

2.3 Image Inpainting
Recover missing contents from saturated pixels shares some similar-
ity with image inpainting which aims at restoring missing regions of
a corrupted image with plausible contents. Some early patch-based
approaches attempt to fill missing regions by propagating uncor-
rupted contents to the holes [Barnes et al. 2009; Huang et al. 2014;
Xu and Sun 2010]. Over the last few years, deep neural networks
have advanced image inpainting by hallucinating missing pixels
in a data-driven manner. One line of work seeks to leverage two
stages to separately predict missing structures and textures in a
step-by-step manner [Nazeri et al. 2019; Ren et al. 2019; Xiong et al.
2019; Yu et al. 2018]. Liu et al. [2020] recently pointed out that these
two-stage methods may generate inconsistencies in appearances
and suggested to use a mutual encoder-decoder to jointly learn
features representing structures and textures. An alternative design
is to construct networks with convolution variants to better handle
irregular holes [Liu et al. 2018, 2020; Yi et al. 2020; Yu et al. 2019].
To avoid visual artifacts caused by standard convolutions, Liu et al.
[2018] introduced the partial convolution and mask-update oper-
ation to force the network to use only valid pixels. Following this
idea, Yu et al. [2019] proposed the gated convolution which provides
a dynamic feature gating mechanism for each location across all
layers, achieving better performance with free-form masks. Our pro-
posed HA convolution is a new variant of the standard convolution
that specially considers the impact of overexposed highlight regions.
Unlike previous work, our HA convolution learns masks automat-
ically from input images and performs proper normalization for
faithful recovering of missing contents. Moreover, there have been
studies showing that adversarial losses can enhance the realism of
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inpainted contents [Iizuka et al. 2017; Liu et al. 2019; Pathak et al.
2016; Wang et al. 2020; Yi et al. 2020; Yu et al. 2018].

3 PROBLEM FORMULATION AND OVERVIEW
Our goal in this paper is to reconstruct a set of material properties
from a single color image I taken from a nearly planar surface. This
image is desired to be captured from roughly normal incidence to
fully exploit important features on the surface. The surface is ex-
pected to be lit by an approximate point light source. Apart from
these, our method has no other restrictions to the camera and the
lighting. In particular, we do not need to know the internal and
external camera intrinsics. We assume that the reflectance at any
surface point is well represented by the Cook-Torrance BRDF model
[1981] equipped with the GGX microfacet normal distribution func-
tion [Walter et al. 2007]. Under this circumstance, each SVBRDF
comprises four parameters: diffuse albedo kd, specular albedo ks,
specular roughness r and surface normal n, corresponding to four
material maps.

By designing and training a new CNN, we aim to learn a mapping
function𝐺 that converts the input image I to its corresponding four
material maps (kd, ks, r and n). Due to the limited dynamic range of
many consumer-level cameras, some image regions will be polluted
by specular highlights, leading to saturated pixels. When trying
to extract features from these improperly exposed images, stan-
dard (ST) convolutions will treat all input pixels, either saturated or
unsaturated, as valid ones. However, saturated pixels contain less
meaningful contents for diffuse components and will cause ambi-
guity during training as networks may regard them as additional
features. This is demonstrated in the first row of Fig. 2. Improper
feature maps tend to produce obvious blotchy artifacts which are
easily observed in recent deep learning-based single-image SVBRDF
recovery methods [Deschaintre et al. 2018].
To well solve the above problem and significantly improve the

performance of SVBRDF acquisition from a single image, we intro-
duce highlight-aware (HA) convolution to explicitly consider the
impact of saturated pixels during feature extraction. The key idea is
to automatically learn a series of hierarchical soft masks from an
input image. These masks reflect potential influence of overexposed
specular highlight regions at multiple scales. When incorporating
these masks into CNNs and replacing the standard convolution with
a highlight-aware variant, the networks will suppress the highlights
and hallucinate plausible contents in overexposed regions, as shown
in the second row of Fig. 2. The details of HA convolution will be
exposed in Sec. 4.

Although saturated pixels pose challenges for recovering diffuse
maps, they could provide important cues for inferring surface bumpi-
ness and specular components [Chen et al. 2006; Wang et al. 2011].
In fact, bumpiness observed in an image is mostly due to specular
reflection. This indicates that specular highlights and normal vari-
ation are highly correlated, as evidenced in Fig. 3. Even saturated
regions could contain much information about the statistics of a
surface. In this regard, we design a two-stream network comprising
two different branches (HA-Branch and ST-Branch) to respectively
extract highlight-aware (HA) features and standard (ST) features.
Since the four material maps have unequal dependencies on these

Fig. 2. Comparison between ST features and HA features. HA features
extracted by stacked HA convolutions can well handle overexposed highlight
regions and are beneficial for the recovery of diffuse maps.

Input GT Recovered Input GT Recovered

Fig. 3. Strong correlations exist between specular highlights and normal
variation. In each group, we show the input image (Input), ground-truth
normal (GT) and our recovered normal (Recovered).

two groups of features, we employ addition FU-Branches to fuse
features maps in an attention-based manner. Currently, we con-
struct independent FU-Branch for each material map, and these four
branches share the same architecture. Mathematically, we formulate
our pipeline as

{kd, ks, r, n} = 𝐺 (I;𝜽 ) = FU(HA(I), ST(I)) (1)

in which𝐺 represents our network parameterized by a set of weights
𝜽 . FU, HA and ST denote the corresponding branches, respectively.
Sec. 5 dives into these steps in greater detail.

To train our network, we utilize the large-scale dataset provided
by Deschaintre et al. [2018] which contains 𝑁 example pairs of
input LDR images and their corresponding ground-truth material
maps, i.e., D𝑁 = {(I1, k1d, k

1
s , r1, n1), ..., (I𝑁 , k𝑁d , k𝑁s , r𝑁 , n𝑁 )}. The

learning aims to find an optimal solution 𝜽 via a loss function L:

𝜽 = argmin
𝜽

1
𝑁

𝑁∑︁
𝑖=1

L(𝐺 (I𝑖 ;𝜽 ), k𝑖d, k
𝑖
s, r

𝑖 , n𝑖 ). (2)

4 HIGHLIGHT-AWARE CONVOLUTION
In this section we provide details of our HA convolution, which is
the fundamental building block of HA-Branch in our two-stream
network. The proposed HA convolution is illustrated in Fig. 4 and
described as follows. Given a feature map X𝑙 ∈ R𝐻×𝑊 ×𝐶 at layer 𝑙
where 𝐶 is the number of channels, and 𝐻 ,𝑊 are respectively the
height and width of the feature map, we first obtain its per-channel
mean and standard deviation as

𝜇𝑙𝑐 =

∑
ℎ,𝑤 X𝑙

𝑐,ℎ,𝑤

𝐻𝑊
, 𝜎𝑙𝑐 =

√︄∑
ℎ,𝑤 (X𝑙

𝑐,ℎ,𝑤
− 𝜇𝑙𝑐 )2

𝐻𝑊
. (3)
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Fig. 4. Illustration of the proposed HA convolution and the inception block.
Here, ⊕ and ⊗ denote element-wise addition and element-wise multiplica-
tion, respectively. IN denotes instance normalization.

Then, we normalize X𝑙 with X̄𝑙 = (X𝑙 − 𝜇𝑙 )/(𝜎𝑙 + 𝜖) where 𝜖 is
a small value to avoid division by zero. This is a typical instance
normalization (IN) operation [Ulyanov et al. 2016] which makes
the input features approach independent and identical distribution
by a shared mean and variance. It is widely recognized that nor-
malization improves performance and speeds up training. In our
HA convolution, we also find that IN helps to remove shading from
material maps.

Subsequently, the original feature X𝑙 and its normalized counter-
part X̄𝑙 are fed into two separate convolution layers, yielding

H𝑙 = X𝑙 ∗ Wℎ (4)
F𝑙 = X̄𝑙 ∗ W𝑓 (5)

where Wℎ and W𝑓 are two trainable filters. The first convolution
aims to identify potential overexposed highlight regions inX𝑙 . When
activated by a sigmoid function 𝑠 (·), we expect it (i.e., 𝑠 (H𝑙 )) to
provide free-form soft masks to reduce the contribution of features
generated from the masked content. Fig. 5 visualizes automatically
learned masks (averaged across channels) at three selected layers
of the network. As seen, the masks tend to be blurrier and more
uniform as we step deeper into the network. The second convolution
can adopt any activation function 𝜙 (·) (e.g., ReLU and LeakyReLU
[Maas et al. 2013]) and is encouraged to extract features from valid
contents with the help of the masks, i.e., 𝜙 (F𝑙 ) ⊗ 𝑠 (H𝑙 ).

Although IN stabilizes network training, it fails to maintain non-
local information about the input image. To tackle this issue, pre-
vious work of Deschaintre et al. [2018] developed a global branch
to inject global information about the input image back into the
local track after every convolution. However, we observe that this
strategy will cause over blurriness in our pipeline, since only global
mean values are used. To preserve both global information and local
details, we augment HA convolution with an inception block as
shown in Fig. 6. This inception block has two parallel tracks. One
track has a simple 3 × 3 convolution, and the other has two consec-
utive 3 × 3 convolutions which are similar to a 5 × 5 convolution
but have a lower computational cost. The channel of the feature
map is halved along each track and then restored to the origin by
concatenation. Let 𝑝 be the mapping learned by the inception block,
we formulate our HA convolution as

X𝑙+1 = 𝜙 (F𝑙 ) ⊗ 𝑠 (H𝑙 ) ⊕ 𝑝 (X𝑙 ) (6)

Fig. 5. Evolution of learned masks of two input images in the first column.
The right three columns show the average masks (across channels) of se-
lected layers. As we step deeper through the network, the masks from HA
convolutions become blurrier and more uniform.

where X𝑙+1 is the output feature map.

4.1 Discussion
Our HA convolution bears some similarity with gated convolution
[Yu et al. 2019], a popular convolution variant that has proven fruit-
ful in image inpainting. However, two key factors distinguishing our
HA convolution from gated convolution: the automatically learned
masks and the inception block. Unlike HA convolution, gated con-
volution requires a predetermined mask as input. However, in our
application, such a mask is not easy to obtain. Instead, we let the
network learn the masks automatically. Some examples are pro-
vided in Fig. 5. If we replace all HA convolutions in our network
with gated convolution, it will fail to recover missing contents in
saturated pixels, leading to objectionable artifacts as shown in the
first row of Fig. 6. In the bottom row of Fig. 6, we also compare the
evolution of the root-mean-square errors (RMSEs) of both material
maps and renderings with respect to training epochs. We test on 60
SVBRDFs, all have obvious specular highlights, from the dataset of
[Deschaintre et al. 2018]. The masks for gated convolutions are gen-
erated by clipping highlight regions. The renderings are conducted
over 9 random view and lighting directions for each SVBRDF. As
seen, the errors of both reconstructed material maps and novel-view
renderings decrease as the training epochs increase. However, a
network trained with gated convolution converges much slower
than our network.

5 TWO-STREAM NETWORK FOR SVBRDF RECOVERY
Built upon HA convolutions, we design our two-stream network for
single-image SVBRDF recovery. The overall architecture of our net-
work contains an HA-Branch, an ST-Branch and four FU-Branches,
which is illustrated in Fig. 7. The HA-Branch and ST-Branch perform
the main task of feature learning, while four FU-Branches leverage
these learned features to recover four material maps. Thanks to the
fully convolutional neural network, images of arbitrary resolutions
can be fed into the network as input.
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Fig. 6. Comparison between HA convolution and gated convolution [Yu
et al. 2019] in SVBRDF recovery. The first three rows illustrate the visual
effects of both material maps (kd, ks, r and n) and novel-view renderings
on a selected material. The last row shows average error plots (computed
on 60 SVBRDs) of reconstructed material maps (left) and renderings (right)
over the number of epochs.

5.1 Feature Extraction with HA-Branch and ST-Branch
By replacing ST convolution with HA convolution in traditional
networks and training on proper datasets, we are able to hallucinate
missing contents from saturated pixels. This is to be expected and
validated by our experiments. However, we have observed that
simply stacking ST convolutions tends to generate overly blurred
normal (n) and biased specular components (ks and r) since ST
convolutions ignore gloss evident in the reflection off the samples
if the reflected regions are overexposed. To remedy this situation,
we design a two-stream network which contains two separated
branches, namely HA-Branch and ST-Branch, for feature extraction.
Our network starts with a ST convolution which converts an

input image I to a low-level feature map of the same resolution
as I. Then, this feature map is simultaneously fed into HA-Branch
and ST-Branch for further processing. In our current design, HA-
Branch comprises six HA convolutional blocks for feature map
inpainting and downsampling, followed by a dilated HA convolution
block and two upsampling blocks. Each block contains a LeakyReLU
activation. Downsampling is implemented by using a stride of 2
in the convolutions while upsampling is implemented by bilinear
interpolation and ST convolution. In the seventh layer of HA-Branch,
dilated HA convolution with a factor 2 is used to increase the size
of the receptive field. This has an equal effect on the receptive
field with respect to the input features, but allows the network to
keep additional information in the bottleneck. We do not use HA
convolutions in the upsampling stage of HA-Branch because feature
maps have already been repaired after passing the bottleneck.

Two skip connections [Ronneberger et al. 2015] are introduced
between those same-sized layers of the encoder and decoder to help
the decoder retain details as much as possible. We only add skip
connections to the high-level layers since low-level layers at the en-
coder side may still contain saturated pixels that pollute subsequent
features.
For ST-Branch, it has the same architecture with HA-Branch

but replaces all HA convolutions with ST convolutions. Similarly,
each convolutional block contains a LeakyReLU activation. In Fig.
9, we show that this branch is beneficial for retaining details from
the input image. Without this branch (the first row of Fig. 9), the
recovered material maps, in particular the normal map, become
quite blurry. This results in large differences between novel-view
renderings of the output material maps and the ground-truth maps,
as highlighted in the closeups.

5.2 Feature Fusion and Selection with FU-Branch
The extracted features from HA-Branch and ST-Branch devote un-
equally to recover different maps of an SVBRDF. Hence, we propose
an attention-based mechanism for feature selection, i.e., AFS. Atten-
tion mechanisms have been widely adopted in recent CNNs which
bias the allocation of the most informative feature expressions and
simultaneously suppress less useful ones. In our pipeline, we de-
sign FU-Branch to self-recalibrate the feature map via channel-wise
importances.
Let XHA ∈ R𝐻×𝑊 ×𝐶 and XST ∈ R𝐻×𝑊 ×𝐶 be the two groups of

features extracted by the final convolutional blocks of HA-Branch
and ST-Branch, respectively, we first fuse these features via con-
catenation: XHA©XST with © being the concatenation operation.
Then, we embed the global information by using global average
pooling (GAP) to generate channel-wise statistics as d ∈ R1×1×2𝐶 .
Specifically, d is computed as

d =

∑
ℎ,𝑤 (XHA©XST)ℎ,𝑤

𝐻𝑊
. (7)

After passing through a multi-layer perceptron (MLP) with a single
hidden layer and a sigmoid activation, d is further mapped to a soft
attention vector a. The final output of this module X̃ is obtained
by rescaling the input feature map with the soft attention vector
a ∈ R1×1×2𝐶 with channel-wise multiplication, i.e.,

X̃𝑐 = a𝑐 · (XHA©XST)𝑐 (8)

where 𝑐 represents the 𝑐-th channel. This channel-wise attention is
expected to select HA features and ST features adapted to different
material maps. In Fig. 10, we validate that AFS plays an important
role in our two-stream network. Without it, our network may fail to
recover missing contents in saturated regions since the FU-Branch
treats XHA and XST equally. Moreover, the generated textures are
blurry mostly due to the mutual interference between different
features.

Another important design choice for FU-Branch is that we adopt
four separate branches to recover per pixel diffuse albedo, surface
normal, specular roughness and specular albedo, respectively. This
means the learned attention vector a and the subsequent convolu-
tional kernels in FU-Branch vary across material maps. This allows
each material map to select features benefiting itself and facilitates
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Fig. 7. The architecture of our proposed two-stream network. It consists of two separate branches (HA-Branch and ST-Branch) for feature extraction and four
feature fusion branches (FU-Branches) for final prediction. 𝐷𝐺 and 𝐷𝐿 represent global context discriminator and local context discriminator, respectively.
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Fig. 9. Influence of branches. We compare our model with two variants: one
without ST-Branch (w/o ST) and the other with a single decoder (Single).

disentangled learning of material properties. As compared in Fig. 9
(the second row vs. the third row), network trained with a single
decoder achieves sub-optimal solutions in SVBRDF recovery.
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Fig. 10. Influence of AFS. Without AFS (the first row), our network may
fail to recover missing contents in saturated regions and tends to produce
blurry textures.

5.3 Loss Function
The proposed network is trained over a joint loss function that
consists of a map loss Lmap computed on the reconstructed ma-
terial maps with 𝑙1 norm, a rendering loss Lrender computed on 9
novel-view renderings with 𝑙1 norm and an adversarial loss Ladv.
Specifically,

L = 𝜆mapLmap + 𝜆renderLrender + 𝜆advLadv (9)

where 𝜆map, 𝜆render and 𝜆adv are weights to balance the influence of
each term. For our experiments, we choose 𝜆map = 100, 𝜆render = 10
and 𝜆adv = 1. Previous networks mostly leverage pixel-wise losses
(Lmap and Lrender) [Deschaintre et al. 2018; Li et al. 2017, 2018a;
Ye et al. 2018] to penalize the discrepancy occurred in the pixel
space. However, this often produces blurry textures that lack high-
frequency details. To alleviate this problem, we design a two-scale
perceptual adversarial loss to make the network generate more vivid
results. Different from conventional perceptual loss, our perceptual
adversarial loss undergoes an adversarial training process.
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Fig. 11. Comparison between without and with the adversarial loss Ladv in
training.

To evaluate the adversarial loss, we employ four discriminators
operating on two different scales: two global context discriminators
and two local context discriminators, as shown in the right part
of Fig. 7. This design is inspired by [Iizuka et al. 2017] which also
leverages global and local context discriminators to perform con-
sistent image inpainting. We currently impose discriminators only
on the recovered diffuse map and normal map considering their
contributions to final renderings and the training time.
For each input image (kd or n), we first map it from the pixel

space to the high-level feature space using VGG-16 [Simonyan and
Zisserman 2015] (pretrained on the ImageNet dataset [Deng et al.
2009]). Then, we select the layer of conv3_pool and connect it to
two additional convolutional layers, yielding a feature map of size
32 × 32 × 1 for adversarial loss evaluation. The major difference
between global context discriminator and local context discrimina-
tor is on the input. For the local context discriminator, the input
image is modulated by a pre-determined mask𝑀 to focus on high-
light regions. The mask is generated by thresholding the average
pixel values with 0.92. This ensures that most saturated pixels are
included in the mask. Specifically, for each material map (kd or n),
the adversarial loss is evaluated by

Ladv = E[log(1 − 𝐷𝐺 (𝐺 (I)))] + E[log(1 − 𝐷𝐿 (𝑀 ⊗ 𝐺 (I)))] (10)

in which 𝐷𝐺 and 𝐷𝐿 represent the global context discriminator and
local context discriminator, respectively. The expectation value is the
average over the training images I. The influence of the adversarial
loss is shown in Fig. 11. As seen, without the adversarial loss, the
generated SVBRDF may differ from the ground truth. In particular,
the diffuse map and the normal map will be blurred, leading to
overly smooth renderings. Quantitative analysis of the adversarial
training is provided in Table 1. To show the benefit of discriminators,
we evaluate different variants of our model. We respectively remove
𝐷𝐺 , 𝐷𝐿 , ST-Branch, and HA-Branch from our complete model and
observe performance degradation in each case.

5.4 Training Details
We implement our pipeline using Tensorflow [Abadi et al. 2015]. For
training, we use the dataset provided by Deschaintre et al. [2018],

which contains around 200,000 training examples. Similar to Ma-
terialGAN [Guo et al. 2020], we leave one case for images that
are synthesized from the same SVBRDF but with slightly different
viewing or lighting directions, and finally collect 96,294 training
examples. During training, all input images are randomly cropped
to 256 × 256 and augmented by horizontally random flipping. The
training is split into two phases. First, our two-stream network is
trained with pixel-wise losses for 60 epochs. Afterwards, both the
two-stream network and discriminators are trained jointly until the
end of training. For loss optimization, we use the Adam optimizer
[Kingma and Ba 2015]. The learning rate is initialized to 0.0002,
adjusted with the powered of 0.9 every three epochs until it reaches
0.00002. All other hyperparameters are set by Tensorflow’s default.
We train the network with a batch size of 12 for 90 epochs, and it
takes about 4 days on two Tesla V100 graphics cards.

6 EXPERIMENTS
We conduct qualitative and quantitative experiments to validate
our method on a wide variety of SVBRDFs from different publicly
available datasets, as well as our captured images. In particular, we
show our results on images that are typically hard to handle with
one input image, e.g., those with obvious highlights. Please refer to
the supplemental material for more results.

6.1 Comparison on Synthetic Data
We first compare our network against Rendering-Aware Deep Net-
work (RADN) of Deschaintre et al. [2018] on synthetic data that
provide us with ground-truth material maps. We also make com-
parison against Deep Inverse Rendering (DIR) method of Gao et al.
[2019] and MaterialGAN of Guo et al. [2020] 1. Fig. 12 provides four
examples, two (left) from the dataset of [Deschaintre et al. 2018] and
the other two (right) from the Adobe Stock dataset [Li et al. 2018a].
These testing examples are never used during training. RADN uses
a classical U-Net architecture enriched by a global branch to re-
cover global information from input images. Since this method does
not explicitly handle improperly exposed images, it suffers from
objectionable artifacts seen in the highlight regions. DIR method of
Gao et al. [2019] can also accept a single-view image as input, but
it is significantly dependent on initialization. In Fig. 12, we show
the results with initialization provided by RADN of Deschaintre et
al. [2018]. Obviously, if the initialized maps differ greatly from the
reference maps, the optimized results of Gao et al. [2019] will also
have large errors, as shown in the right two examples. See the strong
correlations between the results of DIR and RADN. Objectionable
artifacts still exist after optimization. Similarly, MaterialGAN also
achieves sub-optimal results if only one image is used.

In comparison, the proposed HA convolutions suppress these ar-
tifacts by reweighting the convolutional kernels with learned masks.
This allows our network to inpaint highlight saturated regions with
plausible contents. In addition, our method is able to recover both
globally and locally consistent features from input images thanks
to the adversarial losses. This is particularly evident in the two ex-
amples from the Adobe Stock dataset. Although this dataset has a
quite different data distributionwith the dataset of [Deschaintre et al.

1Both DIR and MaterialGAN were not designed for just a single input.
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Fig. 12. Comparison against RADN of Deschaintre et al. [2018], DIR of Gao et al. [2019] and MaterialGAN of Guo et al.[2020] on synthetic data. The left two
examples are from the dataset of [Deschaintre et al. 2018], while the right two examples are from the Adobe Stock dataset [Li et al. 2018a].

2018] which is used for training our model, we still faithfully recover
vivid material maps. However, previous methods yield much large
errors in reconstructing these two SVBRDFs. It should be noted that
our method is able to disentangle different material properties due
to two feature extraction streams and separated decoders, leading
to less correlated material maps.

To further validate the effectiveness of our method, we conduct a
quantitative analysis on both reconstructed material maps and novel
renderings. The results are listed in Table 1. We randomly select
500 SVBRDFs from the dataset of [Deschaintre et al. 2018]. These
SVBRDFs are not involved in training. The renderings are performed

on 9 random view and lighting directions. The RMSE values clearly
reveal that our method significantly outperforms previous solutions
on both reconstructed material maps and renderings.

6.2 Comparison on Real Data
In Fig. 13, we validate our method on four real samples and make
comparison with RADN of Deschaintre et al. [2018] and DIR of
Gao et al. [2019]. Here, we provide the input images and recovered
material maps, together with novel renderings under point lighting
and environment lighting, respectively. The input images are taken
from a hand-held consumer-level camera with the flash enabled
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Table 1. Reconstruction and rendering error (in terms of RMSE) comparison
between previous work (RADN [Deschaintre et al. 2018], DIR [Gao et al.
2019] and MaterialGAN [Guo et al. 2020]) and our method with different
variants. The values are averaged over 500 randomly selected SVBRDFs
from the dataset of [Deschaintre et al. 2018]. These SVBRDFs are never used
in training. Here, we report the RMSE of each map, as well as the renderings
which are performed on 9 random view and lighting directions. Best scores
are highlighted in bold.

Method Diffuse Specular Roughness Normal Render
RADN 0.056 0.109 0.113 0.035 0.055
DIR 0.083 0.102 0.127 0.043 0.065
MaterialGAN 0.064 0.083 0.148 0.037 0.066
Ours Complete 0.029 0.034 0.051 0.032 0.042

Ours w/o ST-Branch 0.033 0.033 0.062 0.042 0.048
Ours w/o HA-Branch 0.045 0.047 0.086 0.049 0.064
Ours w/o 𝐷𝐺 0.030 0.034 0.064 0.041 0.047
Ours w/o 𝐷𝐿 0.031 0.034 0.062 0.041 0.047

and are stored in LDR format. They all contain strong highlights
which pose challenges for single-image based methods, since these
highlights will generate ambiguities and saturated pixels. For previ-
ous solutions, e.g., RADN of Deschaintre et al. [2018], the recovered
material properties are entangled, specifically the diffuse and spec-
ular reflectance behaviors (e.g., in the third example of Fig. 13). In
contrast, our method has shown considerable success in disentan-
gling different material properties from a single input image, thanks
to the four separate decoders and the adversarial training strategy.
With disentangled material maps, we are able to generate novel
renderings that closely match the input. DIR of Gao et al. [2019]
relies on accurate camera parameters in final optimization. On ca-
sually captured photographs without accurate cameral parameters,
our method performs better than DIR. Moreover, the special design
of HA convolution allows us to hallucinate missing pixels in the
saturated regions. The adversarial losses also make the inpainted
contents consistent with other parts. Another two examples tested
on real data are provided in Fig. 1. We can see that the rendering re-
sults fit the input images quite well, with fine details and consistent
specular reflection.
Although our method only uses one input image, it sometimes

achieves comparable performance as those multi-image based meth-
ods, e.g., MaterialGAN [Guo et al. 2020]. Two examples are illus-
trated in Fig. 14. Despite some mismatches due to insufficient in-
formation contained in one image, our method still recovers major
features that are close to those generated by MaterialGAN. Again,
our method disentangles the material properties quite well, as evi-
denced in the left example where the snowflakes are expected to be
glossy. In addition, we can observe that saturated pixels in the right
example are recovered properly, outperforming RADN of Deschain-
tre et al. [2018].

6.3 Test on High-Resolution Images
Since our two-stream network is fully convolutional, images of ar-
bitrary resolutions can be directly fed into the network, without the
need of any retraining. To demonstrate this, we show two cases in

Fig. 15. Here, we provide the novel-view rendered results of high-
resolution (1024 × 1024) SVBRDFs acquired by our method. Clearly,
they closely match the input. This indicates that our reconstructed
high-resolution material maps are of high enough quality to render
realistic specular effects under novel lighting and view directions, if
the highlights are of relatively small size. The details and missing
contents in saturated regions are also faithfully recovered. How-
ever, for images containing large highlights, our method may fail
to hallucinate missing contents in the saturated regions since the
lowest-resolution feature maps in our current network are 1/8 of
the resolution of the input.

6.4 Performance
We evaluate the runtime performance on a PC with a 3.6 GHz Intel
Core i7 processor and an NVIDIA GeForce RTX 2080Ti GPU. Since
we put the computational burden at training stage, the SVBRDF pre-
dicting process at inference stage runs very fast. For an input image
of the resolution 256 × 256, the prediction only takes roughly 0.17s.
This is close to the runtime performance of RADN [Deschaintre
et al. 2018] which also uses a feed-forward network for inference.
In comparison, DIR of Gao et al. [2019] requires 58s per-image on
the same platform, due to a lengthy optimization process.

7 LIMITATIONS AND FUTURE WORK
Despite high-quality SVBRDFs acquired by our single-image based
pipeline, our method still has some limitations.

First, similar to some previous methods [Deschaintre et al. 2018;
Li et al. 2017, 2018a; Ye et al. 2018], our method is limited to near-
planar samples with little depth variation. Recovering both material
properties and geometric information from a single view is an ex-
tremely challenging and ill-posed problem as strong ambiguities
exist. It would be handled by more complex networks which could
infer the geometry with the help of large-scale datasets containing
both geometry and material.
Second, images containing large portions of highlight regions

may not be well treated by our method since the HA-Branch fails
to capture sufficient information from the inputs. As illustrated in
Fig. 16, when the saturated pixels dominate the whole image, the
recovered diffuse maps become overly dark and the normal maps
lack details in overexposed regions. To address this issue, probably
more inputs with different view and lighting directions should be
provided to compensate large portions of missing contents. Hence,
it will be interesting to extend our method to support more than
one input image in the future.
Last but not least, our network is currently trained on synthetic

data which will inevitably introduce biases to our network. To sig-
nificantly improve the performance of our network and previous
ones, a large-scale dataset with real-world examples and correct
material maps is desired. However, constructing such a dataset is
not an easy task considering the complexity in capturing, but we
believe it will be an important future direction in this field.

8 CONCLUSION
We have presented a new framework for single-image SVBRDF ac-
quistion. The core of our framework is a two-stream neural network
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Fig. 13. SVBRDF reconstruction on real data. All images are taken from a hand-held consumer-level camera with the flash enabled. Here, we compare our
method with RADN of Deschaintre et al. [2018] and DIR of Gao et al. [2019]. Note the disentangled representations obtained by our single-image method. For
fair comparison, DIR only accepts one image as the input and uses the default camera parameters.
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Fig. 14. Test on real data from [Guo et al. 2020]. Even with a single input image, our method can achieve plausible reconstructions that are close to the
multi-view method of Guo et al. [2020] for some cases, and outperforms RADN of Deschaintre et al. [2018].

Input Render

Fig. 15. Test on input images with a high-resolution (1024 × 1024).

containing several key elements: (a) a well-designed HA convolu-
tion layer for hallucinating missing contents in overexposed image
regions, (b) two parallel branches for learning a complementary set
of features from an input image, (c) an attention-based fusion and
selection mechanism for improved feature learning and plausible
SVBRDF reconstruction, and (d) a two-scale perceptual adversarial
loss for enhancing texture details. Extensive experiments on both
synthetic and real image datasets demonstrate consistently superior
performance of the proposed method.
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Fig. 16. Failure cases. Images containing large highlight regions may not
be well treated by our method since too little information can be exploited
by HA-Branch. For comparison, we also provide the results generated by
RADN of Deschaintre et al. [2018] and DIR of Gao et al. [2019], respectively.
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