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Abstract

A class of techniques in computer vision and graphics is
based on capturing multiple images of a scene under differ-
ent illumination conditions. These techniques explore vari-
ations in illumination from image to image to extract inter-
esting information about the scene. However, their applica-
bility to dynamic environments is limited due to the need for
robust motion compensation algorithms. To overcome this
issue, we propose a method to separate multiple illuminants
from a single image. Given an image of a scene simultane-
ously illuminated by multiple light sources, our method gen-
erates individual images as if they had been illuminated by
each of the light sources separately. To facilitate the illumi-
nation separation process, we encode each light source with
a distinct sinusoidal pattern, strategically selected given the
relative position of each light with respect to the camera,
such that the observed sinusoids become independent of the
scene geometry. The individual illuminants are then demul-
tiplexed by analyzing local frequencies. We show applica-
tions of our approach in image-based relighting, photomet-
ric stereo, and multiflash imaging.

1. Introduction
Illumination plays a central role in the appearance of

a scene. Variations in the location, intensity, wavelength,
and number of light sources directly impact the shading and
shadows observed. Given the direct relationship between
illumination and appearance, many techniques in computer
vision apply controlled illumination to infer useful infor-
mation about the scene. These approaches typically cap-
ture multiple images of the scene, varying illumination from
image to image while the camera stays still. Examples of
techniques in this category include photometric stereo [24],
which explores differences in shading to estimate surface
normals; image-based relighting [6, 13], which renders the
scene as if it had been illuminated by a combination of cap-
tured illuminations; and multiflash imaging [18] and shape-
from-shadows [3], which use detected shadows to compute
depth discontinuities and 3D structure, respectively.

Figure 1: Goal of illumination demultiplexing. Given a single
image of a scene illuminated by multiple light sources (left image),
the objective is to obtain individual images as if they had been
illuminated by each light source separately (images on the right).

The aforementioned techniques are more suitable for
static rather than dynamic scenes, since the presence of
moving elements requires compensation for motion from
image to image. Due to the differences in illumination, it
is challenging to provide a robust image alignment solution
in this scenario. To overcome this limitation, we propose a
method to separate (demultiplex) multiple illuminants from
a single image, allowing for the capture of multiple illumi-
nation conditions in a single shot (Fig. 1). Given a single
image of a scene illuminated by multiple light sources, our
method generates individual images as if they had been il-
luminated by each of the light sources separately.

Demultiplexing the light contributions is an ill-posed
problem in the absence of prior knowledge about the light
sources. To make the problem more feasible, we encode
each light source with a distinct sinusoidal pattern. The pat-
tern for each light is strategically selected given the relative
position of the light with respect to the camera, such that
the observed sinusoids are independent of the scene geom-
etry, building on previous work [22]. An advantage of our
approach over [22] is that the projectors can be placed at
arbitrary locations, as long as neither the projectors nor the
camera occlude the fields of view or projection of others.

We first acquire a single image while the scene is si-
multaneously illuminated by all encoded lights, obtaining
a multiplexed representation of the light sources. We then
decode the contributions of individual light sources by lo-
cally analyzing the amplitude of sinusoids. The use of si-
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nusoids as codes results in a resolution trade-off; the output
images will have lower resolution than the input image, but
the loss in resolution is compensated by the ability to ac-
quire all illumination conditions using a single image. We
characterize the resolution trade-off in Section 4.2.

We present experiments comparing the demultiplexed
images to ground truth images captured using only one il-
luminant at a time. Our method shows promising perfor-
mance, despite the resolution trade-off. We also illustrate
the applicability of our approach by using it to provide in-
puts to three different algorithms: image-based relighting,
photometric stereo, and multiflash imaging. We apply the
technique to multiplex illuminations into a single image and
obtain the individual demultiplexed images, which are then
provided as input to the algorithms. Our approach also en-
ables the three applications to be performed on video on a
frame-per-frame basis (see the supplementary material).

In summary, our main contributions are: (1) A method
to generate sinusoidal coding patterns for arbitrarily placed
projectors in projector-camera pairs such that the frequency
of the observed sinusoid in the image does not depend on
the scene geometry; (2) An approach to demultiplex the
contributions of multiple light sources using a single image.
The method is based on decoding geometry-invariant sinu-
soids, and sacrifices resolution for the ability to multiplex
several illuminants into a single shot; (3) The application of
the demultiplexing scheme to photometric stereo, multiflash
imaging, and image-based relighting in dynamic scenes.

2. Related Work
Structured light refers to the technique of projecting

known patterns of light onto a scene in a projector-camera
system. By analyzing the reflected patterns observed by the
camera, 3D scene reconstruction can be achieved. See [19]
for a recent survey of the extensive literature in this area.
Structured light was also used to construct optical super-
resolution images [16]. Recently, structured light was ap-
plied to deal with a different problem [22]: keeping the
frequency of projected sinusoids invariant regardless of the
scene geometry, in order to facilitate frequency demulti-
plexing when multiple projectors illuminate the scene. The
authors showed how to construct sinusoid patterns when the
projectors and the camera are coplanar. We extend their re-
sults to projectors and camera placed at arbitrary locations.

Image separation has also been an active research area.
A major interest is to recover intrinsic characteristics such
as reflectance and illumination from images [8, 21, 23].
Another direction is to separate two superimposed images,
such as reflections from a window [1, 14]. High-frequency
structured light was used to separate the global and direct
illumination components of a scene [15]. Researchers have
also applied composite structured lighting patterns and im-
age separation techniques [12] to reconstruct 3D geometry

of a moving scene. However, their technique requires care-
ful camera-projector alignment and does not compute indi-
vidual illuminated images.

We address the problem of separating different illumi-
nations simultaneously cast onto a scene. Different colors
were used to encode illumination [7, 9] using a single im-
age. However, color coding is not suitable for scenes con-
taining colors similar to the light sources. Another single-
shot color multiplexing method for photometric stereo was
proposed in [11], but it required a special multi-channel
capture setup with two cameras. The use of polarization to
encode illumination conditions was also proposed [2], but
the method requires a polarizing screen and needs to cap-
ture more than one image if more than three light sources
are used. In [5], a multiplexing scheme based on time and
color was introduced, but it requires the capture of at least
dn+2

3 e images to multiplex n light sources. A theory for
illumination multiplexing [20] was applied to improve the
signal-to-noise ratio of captured images. However, multi-
ple images of the scene are needed. Recently, a geometry-
invariant scheme for coding lights using sinusoids [22] was
introduced, and applied to demultiplex shadows from a sin-
gle image. Our method extends this approach, by out-
putting general color or intensity images, instead of binary
shadow/no-shadow maps.

3. Computational Illumination Multiplexing
In this section, we present our method to computation-

ally encode light sources and multiplex lighting conditions
into a single image. In our system, we have several projec-
tors acting as illumination sources and a camera to record
the scene. The light sources are spatially modulated by si-
nusoidal codes; consequently, the captured images are also
encoded with the reflected codes. A challenging issue when
demultiplexing illumination based on sinusoids is that the
scene geometry can introduce variations in the projected
patterns (Fig. 2(b-c)), making demultiplexing difficult.

However, by analyzing the epipolar geometry of a cam-
era pair, and observing that a projector is the dual of a
camera [17], we show that there is a family of codes such
that their reflections in the captured image do not depend
on scene geometry. In the dual perspective imaging pair
formed by a camera and a projector, a projected epipo-
lar line will be recorded in the camera as the correspond-
ing epipolar line, regardless of the scene depth (Fig. 2(a)).
Therefore, an illumination coding pattern which has a con-
stant value along an epipolar line will be perspectively
transformed into a coding pattern with the same value along
the corresponding epipolar line in the image space. In this
case, the reflected codes in the image are fully computable
with epipolar geometry and camera calibration. The illumi-
nation code and the reflected code can be seen as fan-like
patterns centered at epipoles in respective imaging planes.
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(a) (b) (c) (d) (e)

Figure 2: Computational illumination coding. (a) In an imaging pair, an epipolar line projected by one device will be recorded as
the corresponding epipolar line by the other device, regardless of the scene; (b-c) In settings where the camera and the projectors are in
general positions, the frequency of a reflected conventional vertical structured light pattern may vary according to the scene geometry; (d-e)
Projecting fan-like sinusoidal patterns centered at the epipole guarantees that the captured patterns are the corresponding epipolar lines, are
independent of the scene geometry, and are fully computable.

Within this family of geometry invariant codes, we seek
a code whose reflection is easy to demultiplex. We therefore
design the reflected code to be a fan-like sinusoidal pattern
centered at the camera epipole (Fig. 2(d-e)). With rectifica-
tion, the reflected code can be transformed into a horizon-
tal sinusoidal pattern when epipolar lines are rectified to be
horizontal. To make decoding easier, we constrain the rec-
tified code to have a constant spatial frequency. Given the
desired reflected code in the captured image, it is then pos-
sible to compute the illumination code for each light source.

In the following, we first introduce our imaging and cam-
era models. Then we discuss how to design the coding pat-
terns observed in the image. Finally, we show how to com-
pute the coding schemes for illumination sources.

3.1. Imaging Model
In our image model, we assume that the camera is pho-

tometrically calibrated and that the relative position of the
light sources and the camera remains fixed throughout the
capture process. Thus, when multiple light sources are
present and illuminate the scene simultaneously, the image
I comprises the ambient lightA and the sum of the reflected
intensity from each light source Ii. Our goal is to separate
each Ii from I . Given only I(x, y), however, computing
the exact values of each Ii(x, y) is an ill-posed problem. In
order to distinguish different illumination sources, we need
to encode each Ii with a coding patternXi. In fact, we have

I(x, y) = A(x, y) +
∑
i

Ii(x, y)Xi(x, y) (1)

where Ii is pixel-wise multiplied with Xi. Ii(x, y) can
be approximated by L′i(x, y)r(x, y) cosαi(x, y), where
L′i(x, y) is the illumination from the i-th projector observed
from pixel (x, y), r(x, y) is the reflectance component, and
αi(x, y) is the angle between the incident illumination flux
and the surface normal. We can code the intensity of illumi-
nation L′i in the camera space with Xi to achieve coding on
Ii. This is equivalent to pixel-wise multiplying an illumi-
nation code Pi(a, b) with illumination intensity Li(a, b) in
the projector space (Fig. 3(a-c)). In fact, Xi is the reflected
image of Pi in the image pair.

We choose Pi such that Xi is unique (Fig. 3(d)) for

each illumination and can be computed independently of the
scene. In the next section, we introduce our camera model,
which will be used to derive Pi.

3.2. Camera Model and Epipolar Geometry
In order to find the projection patterns Pi, we need to

calibrate all imaging devices in our system to learn their in-
trinsic and extrinsic parameters. We use a printed checker-
board pattern on a planar surface to calibrate the camera and
projected checkerboard patterns on the same surface to cal-
ibrate the projectors. Let the intrinsics for the camera and
the projectors be Kc and Kpi , the extrinsics be [Rc|tc] and
[Rpi |tpi ], and the optical centers of the camera and the pro-
jectors be Cc and Cpi .

To process the recorded image more efficiently, we rec-
tify the image so that all epipolar lines are horizontal and
parallel. We use the method proposed by [10] to apply a
homography to the recorded images. Define the rotation
matrix R′i for a new coordinate system as

R′i =
[

r1
||r1||

r2
||r2||

r3
||r3||

]
(2)

where r1 = (Cc − Cpi), r2 = k × r1, r3 = r1 × r2, and k
can be an arbitrary vector. The homography

Hi = Kc R
′
i(Kc Rc)

−1 (3)

will then rectify the captured photo into an image as if it had
been taken by a camera with intrinsics Kc and extrinsics
[R′i, tc], where the epipolar lines are all horizontal.

3.3. Illumination Coding and Multiplexing
The authors of [22] have observed that the frequency of

a projected sinusoidal pattern parallel to the baseline pro-
jected in a projector-camera system in canonical configura-
tion remains invariant to the scene geometry when observed
by the camera. Inspired by this result, we further notice
that a fan-like sinusoid pattern Pi centered at the epipole of
the projector will be perspectively transformed into a fan-
like sinusoid pattern Xi centered at the camera epipole in
the image (Fig. 2(a)). There exists a line-to-line correspon-
dence between Pi andXi, which makes either of them com-
putable when the other is known.
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(a) (b) (c) (d) (e)

Figure 3: Illumination coding and multiplexing. We code the illumination by pixel-wise multiplying it with the coding image. The coded
illuminations are superimposed on the scene for each capture. (a) Scene lit by an uncoded colored illuminant; (b) the coded illumination
we project onto the scene; (c) the scene lit by a coded source; (d) superimposition of two differently coded illuminations; (e) the scene with
three superimposed coded illuminations and rectified with respect to one of the projectors.

We have the freedom to choose Xi in a way that decod-
ing can be facilitated. After applying Hi (Eq. 3) to the cap-
tured image, the observed coding pattern Xi will be trans-
formed into Yi, which has the same value along a horizontal
line. Yi also has a line-to-line correspondence with Pi. For
easier processing, we choose Yi to be a sinusoid pattern with
constant spatial frequency. To be more precise,

Yi(·, y) =
sin (ωiy + φi) + 1

2
(4)

where ωi is the spatial frequency and φi is the phase. To find
Pi corresponding to Yi, we first compute the fundamental
matrix that maps the rectified image into the projected im-
age. Note that the rectified image is identical to an image
taken by a camera with intrinsics Kc and extrinsics [R′i, tc].
Thus the fundamental matrix from Yi to Pi is

Gi = [ei]×Kpi

[
Rpi |tpi

] (
Kc

[
R′i|tc

])+
(5)

where [ei]× is the skew-symmetric matrix of the epipole ei
and

(
Kc

[
R′i|tc

])+
is the pseudo-inverse of

(
Kc

[
R′i|tc

])
.

Therefore, a pixel (a, b) in Pi will correspond to the epipo-
lar line in Yi

l =
[
l1 l2 l3

]T
= G−1

i

[
a b 1

]T
(6)

and Pi(a, b) = Yi(·, l3/l2). Pi is a fan-like sinusoidal pat-
tern centered at ei with varying angular frequency. Project-
ing Pi onto the scene, we will observe a fan-like sinusoidal
pattern Xi centered at the epipole Ei. And after rectifying
the recorded image, the coding pattern will be transformed
into Yi, which has a constant spatial frequency ωi, regard-
less of the scene geometry.

We code the illumination Li by pixel-wise multiplying
it with Pi. The scene under coded illumination will be Ii
pixel-wise coded with Xi, where Ii is the uncoded scene.
This coding process is done for every illumination with
unique Pi. The multiplexed image is then captured as the
scene is illuminated by all coded light sources. The image
is in fact the superimposition of all Ii coded with Xi.

3.4. Choosing Coding Frequencies

In the sections above, we described how to encode each
illumination source such that the image IiXi corresponding

to the i-th illumination has a scene-invariant code. The im-
age captured by the camera will contain the coding informa-
tion Xi from all illumination sources. We need to carefully
choose each ωi in Yi so that the captured coding patterns
have no aliasing and are well separable.

Aliasing may be in either projected patterns Pi or ob-
served patterns Xi. On the projector side, we require Pi to
have horizontal and vertical cycle lengths larger than 2 pix-
els across the whole image. Using Eq. 6, we can rewrite
Pi(a, b) as

Pi(a, b) =
sin (ωigi(a, b) + φi) + 1

2
(7)

where

gi(a, b) =
G−1
i(3,1)

a+G−1
i(3,2)

b+G−1
i(3,3)

G−1
i(2,1)

a+G−1
i(2,2)

b+G−1
i(2,3)

(8)

and G−1
i(m,n)

is the (m,n)-th entry of G−1
i . We require

∂ (ωigi(a, b))

∂a
< π and

∂ (ωigi(a, b))

∂b
< π (9)

for all a, b in the image space. Therefore, we need

ωi < π/max
(a,b)

(
∂gi(a, b)

∂a
,
∂gi(a, b)

∂b

)
(10)

Similarly on the camera side, we require Xi to have hori-
zontal and vertical cycle lengths larger than 2 pixels. De-
note

hi(x, y) =
Hi(2,1)x+Hi(2,2)y +Hi(2,3)

Hi(3,1)x+Hi(3,2)y +Hi(3,3)

(11)

where Hi(m,n)
is the (m,n)-th item of the matrix Hi. It

follows that

ωi < π/max
(x,y)

(
∂hi(x, y)

∂x
,
∂hi(x, y)

∂y

)
(12)

for x, y in the camera image space.
To ensure that the final captured image is well separa-

ble, we require local neighborhoods to have distinct fre-
quency spectra with minimum overlap. In neighborhoods
where Xi’s have very different directions this can be easily
satisfied with little restriction on ωi. However, in neighbor-
hoods where Xi have similar directions, ωi may need to be
decreased to avoid overlapping in the frequency space.
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4. Illumination Demultiplexing
In the previous section, we discussed how to compute the

coding pattern Pi for each projector and how to multiplex
all illuminants into a single image. We now show how to
separate different illuminations when they are all present
in the scene. Recall that the image comprises an ambient
component and the sum of the coded illuminants (Eq. 1).
After rectifying with Hi, we have

Ii(x, y) = Ai(x, y) +
∑
j

Iij(x, y)Xi
j(x, y) (13)

where Ii, Ai, Iij and Xi
j are the resulting images after ap-

plying homography Hi to I , A, Ij , and Xj , respectively.
When i = j, Xi

j is precisely Yi (Fig. 3(e)). In this section,
we describe how to recover each Ii. Our approach is to ap-
ply the Short Time Fourier Transform (STFT) to each Ii to
separate each Iii and then inverse rectify it to get Ii.

4.1. Demultiplexing with STFT
After rectification, from Eqs. (4) and (13) we have

Ii(x, y) =Ai(x, y) + Iii (x, y)
sin (ωiy + φi) + 1

2

+
∑
j 6=i

Iij(x, y)Xi
j(x, y) (14)

Assuming that eachXi
j where j 6= i has a different spec-

trum from Yi at all (x, y), we can run a local Fourier Trans-
form in a small neighborhood to extract the amplitude of the
sinusoid Yi alone. With a Hann window function W of size
M×N on the local neighborhood, the STFT of a M×N
neighborhood surrounding pixel Ii(x, y) is F i(x,y), where

F i(x,y)(α, β)=
∑
(a,b)

Ii(a, b)W (a−x, b−y)e−j(αa+βb) (15)

Denote the Fourier transform ofW as w, and the Fourier
transform of the M×N neighborhood around Ii(x, y) as
f i(x,y). Then F i(x,y) is the convolution of w and f i(x,y):

F i(x,y) = f i(x,y) ? w (16)

Assuming the pixel values in this neighborhood are con-
stant and equal to Iii (x, y), the amplitude |f i(x,y)(0, ωi)| of
the horizontal sine wave of frequency ωi is Iii (x, y)/2.

In summary, with known F i(x,y) and w, we can approxi-
mate f i(x,y)(0, ωi) and then recover Iii (x, y). We only need
to apply the inverse of rectifying homographyHi to Iii to re-
trieve Ii. We execute the calculations above for each color
channel in Ii and repeat for all i until all Ii are computed.

4.2. Resolution Tradeoff
In the previous section, we discussed how to recover

each pixel of Iii by computing STFT in a local window of
size M×N . We assume the amplitude of sine wave is con-
stant locally and therefore we can keep 1/(M · N) resolu-
tion in the result. The choice of window size is essential

for the quality of the results. A larger window can reduce
ringing artifacts, but can increase the loss of high frequency
information. A smaller window can have greater response
where amplitude changes happen but will be less precise in
calculating local amplitude and may cause ringing artifacts
in certain regions.

Since our code is rectified to be parallel, the choice ofM
determines whether the amplitude of Iii can be recovered
correctly. Denote M = m × 2π

ωi
. In our application we

choose m to be at least 3, which results in a window height
of at least three times the vertical cycle length.

The window widthN determines whether other superim-
posed Iij(x, y)Xi

j(x, y) can be eliminated. We notice that
N in fact depends on the largest horizontal cycle length
of Xi

j(x, y) (j 6= i) in the local neighborhood. Denote
N = n× 2π

Ωi(x,y) where Ωi(x, y) is the minimum horizontal
frequency of all Xi

j(x, y) when i 6= j. Assuming that all
Xi
j(x, y) have constant frequencies in the local neighbor-

hood, we choose n to be at least 2. To simplify, assume that
all ωi have already been chosen to avoid aliasing (Sec. 3.4).
The final resolution loss rate of the i-th image in the local
neighborhood (x, y) can be expressed as(
m× 2π

ωi

)
·max
j 6=i

(
n× 2π

ĥi(x, y) · ∇(ωjhj(x, y))

)
(17)

where ĥi(x, y) is the normalized tangent directional vector
of hi = 0 at (x, y) and ∇ is the gradient sign. In the next
section, we show results of our method using different win-
dow sizes.

5. Experimental Results
In the previous sections, we described how to multiplex

coded illumination sources into a single image and how to
demultiplex to recover the scene under individual uncoded
illumination conditions. Now, we show the results from our
experiments. In each experiment, we used our technique
to multiplex three illumination conditions into one shot and
demultiplex them into three differently lit images. For com-
parison, we took images of the scene lit by uncoded indi-
vidual light sources to serve as ground truth.

The experiments were done with three Mitsubishi PK20
projectors and a Canon DSLR XSi camera. The projectors
were placed at the top-right, lower-left and lower-right side
of the camera. We experimented with two different lighting
conditions, one with all uniform white lights and the other
with three different diffuse colored lights. The images were
taken with 1/30 second exposure, F/4 aperture, 50 mm focal
length, and ISO value of 400. The camera was photometri-
cally calibrated. For viewing purposes, we applied the same
gamma function to result and ground truth images. The av-
erage sensor noise is equal to 1 per pixel in an 8-bit image.

We applied Hann window functions of different sizes
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(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (k) (l) (m) (n)

Figure 4: (a-g) Demultiplexing uniform white illuminants. (a) input image to our method; (b-d) individual demultiplexed lighting
conditions; (e-g) ground truth acquired using uncoded individual lights. (h-n) Demultiplexing diffuse colored illuminants. (h) input
image to our method; (i-k) individual demultiplexed lighting conditions; (l-n) ground truth acquired using uncoded individual lights.

White lights Colored lights

# cycles 2 3 4 2 3 4

3 5.059 4.779 4.966 6.121 5.838 6.151

4 4.919 4.691 4.889 5.977 5.746 6.055

5 4.840 4.632 4.799 5.885 5.665 5.965

6 4.767 4.565 4.746 5.846 5.622 5.950

Table 1: Average pixel value differences between our demulti-
plexed results and ground truth images from experiments with uni-
form white lights and diffuse colored lights, measured in the RGB
color space. We used different window sizes M×N in STFT to
generate our results. Each row shows the results for the same m,
while each column shows the results for the same n. The cycle
length in our experiments is between 10 and 12 pixels.

M×N for demultiplexing. A set of results with m = 3
and n = 2 for both lighting conditions is shown in Fig. 4.

We analyzed the differences between the demultiplexed
results and the ground truth images. The resulting im-
ages are of a smaller resolution than the originals (Section
4.2); hence, we downsampled the ground truth images to
the same resolution. The comparison is shown in Table 1.
Each entry shows the average per-pixel-per-channel differ-
ence between our results and the ground truth.

The comparison shows that our results are very close to
the ground truth. The error decreases when the window
height increases, because more horizontal cycles can atten-
uate information on the frequency of interest. The error also
decreases when the window width increases, until a thresh-
old is reached. This is mainly due to the ringing artifacts
caused by applying STFT in a small window, which can
be eliminated when the window is wide enough. However,
as the window width keeps increasing, the error increases
again. Here, the assumption that the frequencies of all Xj

i

remain constant in local windows breaks, and STFT cannot
categorize different signals.

6. Applications
We present three applications of our proposed method.

Image-based relighting, photometric stereo, and depth edge
detection using multiflash imaging traditionally need multi-

ple images of a scene under varying illumination conditions,
requiring robust motion compensation solutions when used
with dynamic scenes. In contrast, our approach captures
multiple lighting conditions with a single image, avoiding
the need for addressing motion-based issues.

6.1. Image-Based Relighting
Image-based relighting [6, 13] uses a collection of im-

ages of a scene captured under different illumination con-
ditions to render the scene as if it had been illuminated by
a combination of the lighting conditions. Our approach can
provide input images for image-based relighting from a sin-
gle shot of the scene, extending its application to scenes
with moving objects. To illustrate, Fig. 5 shows examples
of relighting a scene captured using our method. Fig. 5(a)
shows the input image to our method, and Fig. 5(b-d) dis-
play the individual demultiplexed lighting conditions, ob-
tained from Fig. 5(a); the images in Fig. 5(b-d) were then
combined to render Fig. 5(e-f). For comparison, Fig. 5(g-h)
show the results obtained by equivalently combining multi-
ple images, individually acquired under different lighting
conditions, as input to the relighting algorithm. The results
are very similar, and the loss of resolution in our approach
is compensated by the ability to perform a single image cap-
ture.

6.2. Photometric Stereo
Photometric stereo [24] exploits differences in shading

under multiple illumination conditions to estimate surface
normals. We applied our technique to obtain three illumi-
nation conditions from a single image, and used them as in-
puts for photometric stereo. Fig. 6 shows the input images
and the resulting surface normals. Fig. 6(a) shows the input
image to our method, and Fig. 6(b-d) display the individ-
ual lighting conditions demultiplexed from 6(a); Fig. 6(e)
shows the surface normal map obtained using the images in
Fig. 6(b-d) as inputs; and Fig. 6(f) shows the surface nor-
mal map obtained using multiple images instead of a single
shot, for comparison. Our technique makes it possible to
apply photometric stereo using a single image, effectively
extending its applicability to dynamic scenes.
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(a) (b) (c) (d) (e) (f) (g) (h)

Figure 5: Image-based relighting. (a) input image to our method; (b-d) individual demultiplexed lighting conditions; (e-f) examples of
scene relighting, obtained from demultiplexed images; (g-h) relighting results obtained using multiple images instead of a single shot.

(a) (b) (c) (d) (e) (f)

Figure 6: Photometric stereo. (a) input image to our method; (b-d) individual demultiplexed lighting conditions; (e) surface normal map
obtained from the demultiplexed results – uncertainties and shadow regions are shown in gray; (f) surface normal map obtained using
multiple images instead of a single shot. (Best seen in color.)

6.3. Depth Edge Detection
The authors of [18] proposed a multiflash approach for

depth edge detection using images of the scene captured
with different lighting. By detecting shadows, depth dis-
continuities can be reliably extracted by following the light
epipolar rays. Our approach can provide multiple input im-
ages for this algorithm from a single multiplexed camera
capture. Fig. 7 shows depth edge detection results obtained
using our technique. We used three light sources for the ex-
periment. Fig. 7(a) shows the input to our method, which
is demultiplexed and provided as input for depth edge de-
tection; Fig. 7(b-d) display the ratio images calculated us-
ing [18] for shadow detection; Fig. 7(e) is the extracted
depth edge map; and Fig. 7(f) shows the depth edge map
computed using individually lit images as inputs. Some
edges are missed due to the resolution trade-off, but the re-
sult was obtained using a single image.

7. Discussion
As seen in the experiments and applications, our tech-

nique is able to perform illumination demultiplexing from
a single image. This is very useful to extend the feasibility
of applications requiring the capture of multiple illumina-
tion conditions to dynamic scenes. The coding scheme that
results in constant frequency considerably facilitates the de-
multiplexing task. With calibration and rectification, there
are no constraints on the positions of the light sources.

The proposed method also presents a few limitations.
The algorithm computes demultiplexed images at a lower
resolution (Eq. 17). As the projectors we used for our ex-
periments were of resolution much lower than the camera’s,
ωi was heavily restricted by Eq. 10 and the cycle length was
of 10-12 pixels, leading to a resolution loss rate of 1000-
2000x. However, ωi can increase significantly when using
higher resolution projectors, and the cycle length can be as
low as 2-4 pixels, dropping the loss rate to 25-100x.

The assumption of sinusoids having constant ampli-

tude in local patches breaks in the presence of high fre-
quency variations in albedo (e.g., in textured areas), sur-
face normals, ambient illumination, and depth discontinu-
ities, which cause non-uniform modulation of the projected
pattern within a local patch. This could be mitigated by
increasing the resolution of the projected patterns. When
global illumination components such as interreflections are
present, our method is likely to fail because the coding pat-
tern will depend on the unknown scene geometry.

Coding several illuminants within a single image limits
the effective dynamic range of individual images. Adding
light sources while keeping the camera’s dynamic range
fixed makes saturated areas more likely to occur. Specular
highlights may also introduce similar problems.

Using projectors as illumination sources makes imple-
mentation convenient but may introduce color artifacts and
pose additional limits on final resolution. An alternative is
to use slide masks in front of light sources if the illumination
does not change throughout the capture process. Despite
these limitations, we believe our approach provides new in-
sights that may lead to practical applications, especially as
the size and cost of structured illumination devices continue
to decrease.

8. Conclusions and Further Research
We have proposed a technique for multiplexing and de-

multiplexing multiple illuminants from a single image. A
key component of our approach is a sinusoidal coding
scheme, which chooses codes to be independent of the
scene geometry in the observed image. The decoding tech-
nique sacrifices resolution to enable illumination demulti-
plexing from a single image. This is useful in applica-
tions that require the capture of multiple illumination con-
ditions, such as photometric stereo, image-based relighting,
and depth edge detection using multiflash imaging.

This work opens up opportunities for further research.
Using information present in the coded multiplexed im-
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Figure 7: Depth edge detection. (a) input image to our method; (b-d) the ratio images obtained from the demultiplexed images. The
shadow regions are clearly visible; (e) resulting depth edge map; (f) depth edge map obtained using multiple images instead of a single-
shot.

ages to increase the resolution of the results could be help-
ful. Applying texture segmentation techniques within lo-
cal patches might be useful for improving the quality when
amplitudes of sinusoids vary. Finally, for video data, com-
bining information from multiple frames using space-time
consistency [4, 25] might improve the results.

The proposed structured light scheme can be understood
as a projection of a carrier signal that can be recovered
with constant frequency after going through a medium (the
scene). This property may find important applications be-
yond the scope of our work [16].
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