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ABSTRACT

This paper proposes COPE, a new architecture for wireleshime
networks. In addition to forwarding packets, routers mig.(icode)
packets from different sources to increase the informatiomtent
of each transmission. We show that intelligently mixing ket
increases network throughput. Our design is rooted in teerth
of network coding. Prior work on network coding is mainly the
retical and focuses on multicast traffic. This paper aimsridge
theory with practice; it addresses the common case of unirzfs
fic, dynamic and potentially bursty flows, and practical estacing
the integration of network coding in the current networkcktawe
evaluate our design on a 20-node wireless network, and siste
results of the first testbed deployment of wireless netwardirg.
The results show that COPE largely increases network thmowigy
The gains vary from a few percent to several folds dependinthe
traffic pattern, congestion level, and transport protocol.
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1. INTRODUCTION

Wireless networks are indispensable; they provide the sé&m
mobility, city-wide Internet connectivity, distributeceissing, and
outdoor computing. Current wireless implementations, éew,
suffer from a severe throughput limitation and do not scalégnse
large networks.
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Figure 1—A simple example of how COPE increases the throughput. It
allows Alice and Bob to exchange a pair of packets using 3 traamissions
instead of 4 (numbers on arrows show the order of transmissi).

To give the reader a feel for how COPE works, we start with a
fairly simple example. Consider the scenario in Fig. 1, vehglice
and Bob want to exchange a pair of packets via a router. Irentirr
approaches, Alice sends her packet to the router, whichdiatsv
it to Bob, and Bob sends his packet to the router, which fodaar
it to Alice. This process requires 4 transmissions. Now @ars
a network coding approach. Alice and Bob send their resgecti
packets to the router, which XORs the two packets and brassica
the XOR-ed version. Alice and Bob can obtain each other'&giac
by XOR-ing again with their own packet. This process takeaBs-
missions instead of 4. Saved transmissions can be useddmsen
data, increasing the wireless throughput.

In fact, COPE leads to larger bandwidth savings than arereppa
from this example. COPE exploits the shared nature of theless
medium which, for free, broadcasts each packet in a smajhbeir-
hood around its path. Each node stores the overheard pdokets

This paper presents COPE, a new forwarding architecture thashort time. It also tells its neighbors which packets it haartl by

substantially improves the throughput of wireless netwoi®OPE
inserts a coding shim between the IP and MAC layers, which-ide
tifies coding opportunities and benefits from them by foniragd
multiple packets in a single transmission.
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annotating the packets it sends. When a node transmits atpatck
uses its knowledge of what its neighbors have heard to parbq-
portunistic coding the node XORs multiple packets and transmits
them as a single packet if each intended nexthop has enofagh in
mation to decode the encoded packet. This extends COPE dbeyon
two flows that traverse the same nodes in reverse order (dw®in t
Alice-and-Bob example), and allows it to XOR more than a péir
packets.

COPE's design is based on two key principles.

e COPE disposes of the point-to-point abstraction and endsac
the broadcast nature of the wireless channdletwork design-
ers typically abstract the wireless channel as a pointsiotgink,
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then adapt forwarding and routing techniques designed fiadv &

networks for wireless. In contrast, COPE exploits the boaatl
property of radios instead of hiding it under an artificiabtthc-
tion.

e COPE employs network codin@ur work is rooted in the theory ai 4 @b; bi
of network coding, which allows the routers to mix the infam
tion content in the packets before forwarding them. Priorkwo M
on network coding is mainly theoretical and focuses on roadti ®
traffic [2, 26, 20, 24, 17, 18, 27, 11]. Ours bridges theoryhwit a/ \.b_ a‘/ \b‘

practice; it addresses the common case of unicast traffigrdic
and potentially bursty flows, and practical issues facirgittte-
gration of network coding in the current network stack.

Figure 2—A simple scenario showing how network coding improves
throughput. All links have a capacity of one message per uniof time.
By sending the XOR ofa; and b; on the middle link, we can deliver two

. . L . messages per unit of time to both receivers.
We have introduced the idea of opportunistic wireless ngtwo gesp

coding in an invited paper in Allerton 2005 [23]. This papepdrts
from our previous paper and all prior work on network coding i
three main ways:

(1) This paper presents the first system architecture fozlagis net-
work coding. Itarticulates a full-fledged design that imtgs seam-
lessly into the current network stack, works with both TCHE &BfDP
flows, and runs real applications.

[ Term

Native Packet
Encoded or XOR-ed
Packet

Nexthops of an En-
coded Packet

Definition |
A non-encoded packet
A packet that is the XOR of multiple nativg
packets

The set of nexthops for the native packe
XOR-ed to generate the encoded packet

_ o . Packet Id A 32-bit hash of the packet's IP source afd-
(2) The paper also implements the design in the Linux kemethe dress and IP sequence number
Roofnet platform [1]. The implementation is deployed on andde Output Queue A FIFO queue at each node, where it kedps
wireless testbed, creating the first deployment of netwoding in the packets it needs to forward
a wireless network. Packet Pool A buffer where a node stores all packets heard
; e in the pasfT seconds
(3) The paper studies the performance of COPE, and reveals it Coding Gain The ratio of the number of transmissions re-

teractions with the wireless channel, routing, and highget pro-

- . to
tocols. Our findings can be summarized as follows:

to

quired by the current non-coding approach,
the number of transmissions used by COPH
deliver the same set of packets.

The expected throughput gain with COR
when an 802.11 MAC is used, and all nod
are backlogged.

e Network coding does have practical benefits, and can substa
tially improve wireless throughput.

When the wireless medium is congested and the traffic censiist
many random UDP flows, COPE increases the throughput of our
testbed by 3-4

If the traffic does not exercise congestion control (e.g.,RYD
COPE'’s throughput improvement may substantially exceed t
expected theoretical coding gain. This additional gairues®e-
cause coding makes a router’'s queue smaller, reducing tte pr

Coding+MAC Gain E

Ees

Table 1—Definitions of terms used in this paper.

hcoding, i.e., allowing the routers to mix the bits in forwacdmes-
sages, can increase network throughput.
Work on network coding started with a pioneering paper by

ability that a congested downstream router will drop paskieait
have already consumed network resources.

Ahlswede et al. [2], who showed that having the routers migrin
mation in different messages allows the communication toese

multicast capacity. This was soon followed by the work of Li e

For a mesh network connected to the Internet via an access poi

the throughput improvement observed with COPE varies dipen e . X . .
ing on the ratio between total download and upload traffiesrs: ~ 21i0), linear codes are sufficient to achieve the maximupacity

ing the access point, and ranges from 5% to 70%. bounds [26]. Koetter and Médard .[24] presented polynortinaé
Hidden terminals create a high collision rate that cannot bedorithms for encoding and decoding, and Ho et al. extertilest

masked even with the maximum number of 802.11 retransmist€Sults to random codes [17]. Some recent work studied eseel
sions. In these environments, TCP does not send enougftizeuti "etwork coding [11, 31]. In particular, Lun et al. studiedwerk
the medium, and thus does not create coding opportunitiéh. W coding in the presence of omni-directional antennae angatithat

no hidden terminals, TCP's throughput increases by an geesh. (e Problem of minimizing the communication cost can be iorm
38% in our testbed. lated as a linear program and solved in a distributed mar2&jr [

All of this work is primarily theoretical and assumes mudiit traf-
fic. A few papers study specific unicast topologies showirag,th
for the studied scenario, network coding results in bettesughput
than pure forwarding [39, 16, 37]. This paper aims to bridgedap
between the theory of network coding and practical netwasigh
and provide an operational protocol for general unicadticta

Finally, a rich body of systems research has tackled thel@nob
of improving the throughput of wireless networks. The pregd
solutions range from designing better routing metrics [20,12]
to tweaking the TCP protocol [33], and include improved iogt
and MAC protocols [6, 22, 15]. Our work builds on these founda
tions but adopts a fundamentally different approach; ilexgs the
utility of network coding in improving the throughput of velless
networks.

al., who showed that, for multicast traffic (e.g., the bdlyesce-

2. BACKGROUND AND RELATED WORK

The idea underlying network coding is usually illustratesing
the famous butterfly example [2]. Consider the network in. Rig
where sources; wants to deliver the stream of message® both
R; andR;, and sources, wants to send the stream of messalges
to the same two receivers. Assume all links have a capacionef
message per unit of time. If routers only forward the messaigey
receive, the middle link will be a bottleneck, which for eydime
unit, can either delivea; to R; or bj to R,. In contrast, if the router
feeding the middle link XORs the two messages and sandsb;
(or any linear combination af; andby;), as shown in the figure, both
receivers obtain two messages in every time unit. Thus, orétw
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Figure 3—Example of Opportunistic Coding; Node B has 4 packets in its geue, whose nexthops are listed in (b). Each neighbor of B hasored
some packets as depicted in (a). Node B can make a number of @agl decisions (as shown in (c)), but should select the last ebecause it maximizes
the number of packets delivered in a single transmission.

3. COPE OVERVIEW be forwarded to areas where there is no interested receiastjng
We introduce COPE, a new forwarding architecture for wigsle Much capacity. The coding algorithm should ensure that et n
mesh networks. It inserts a coding layer between the IP an€MA thops of an encoded packet can decode their correspondtivg na

layers, which detects coding opportunities and exploiesitho for-  Packets. This can be achieved using the following simple: rul

ward multiple packets in a single transmission. Before idglinto To transmith packetsp, ..., pn, t0 N NEXthOPST1, ...,
details, we refer the reader to Table 1, which defines thesersed a node can XOR tha ,pa(,:ke'ts together onl); if’ez;ch

in the rest of the paper. , , next-hopr; has alln — 1 packets; for j # i.

COPE incorporates three main techniques:

(a) Opportunistic Listening: Wireless is a broadcast medium, cre-
ating many opportunities for nodes to overhear packets vihey
are equipped with omni-directional antennae. COPE setadbes

in promiscuous mode, makes them snoop on all communication
over the wireless medium and store the overheard packetslio- () Learning Neighbor State: But how does a node know what
ited periodT (the default isT = 0.5s). packets its neighbors have? As explained earlier, each ande

In addition, each node broadcaseeption reportsto tell its nounces to its neighbors the packets it stores in recepéparts.
neighbors which packets it has stored. Reception repogtsemt  However, at times of severe congestion, reception reposig get
by annotating the data packets the node transmits. A nodéaéisa lost in collisions, while at times of light traffic, they mayrize too
no data packets to transmit periodically sends the reaepéiports  late, after the node has already made a suboptimal codirigiolec
in special control packets. Therefore, a node cannot rely solely on reception repond,raay
need to guess whether a neighbor has a particular packet.

To guess intelligently, we leverage the routing computatio
Wireless routing protocols compute the delivery prob&pbietween
every pair of nodes and use it to identify good paths. For, e.g.
the ETX metric [10] periodically computes the delivery patidi-
ties and assigns each link a weight equalA@elivery probability)
These weights are broadcast to all nodes in the network adilys
a link-state routing protocol to compute shortest paths. |&Ver-
age these probabilities for guessing. In the absence ofrdigtistic
information, COPE estimates the probability that a pakticoeigh-

or has a packet as the delivery probability of the link betvéhe
%acket's previous hop and the neighbor.

Occasionally, a node may make an incorrect guess, whictesaus
the coded packet to be undecodable at some nexthop. In g8s ca
the relevant native packet is retransmitted, potentiatiyoeled with
a new set of native packets.

This rule ensures that each nexthop can decode the XOR-sidner
to extract its native packet. Whenever a hode has a chancans t
mit a packet, it chooses the largesthat satisfies the above rule to
@aximize the benefit of coding.

(b) Opportunistic Coding: The key question is what packets to
code together to maximize throughput. A node may have nieltip
options, but it should aim tmaximize the number of native packets
delivered in a single transmission, while ensuring thateiatended
nexthop has enough information to decode its native packet.

The above is best illustrated with an example. In Fig. 3(ajien
B has 4 packets in its output quepe pz, ps, andpa. Its neighbors
have overheard some of these packets. The table in Fig 3¢la)ssh
the nexthop of each packetBis queue. When the MAC permis
to transmit,B takes packep; from the head of the queue. Assuming
that B knows which packets each neighbor has, it has a few codin
options as shown in Fig. 3(c). It could sepd® p. Since nodeC
hasp; in store, it could XORp; with p1 & p, to obtain the native
packet sent to it, i.ep,. However, nodéA does not have,, and so
cannot decode the XOR-ed packet. Thus, sengirg p. would be
a bad coding decision fd8, because only one neighbor can benefit
from this transmission. The second option in Fig. 3(c) shawstter ,
coding decision foB. Sendingp: @ pz would allow both neighbors 4. UNDERSTANDING COPE'S GAINS
C andA to decode and obtain their intended packets from a single How beneficial is COPE? Its throughput improvement depends
transmission. Yet the best coding decision Bowould be to send  on the existence of coding opportunities, which themsetiegend
p1 € ps & pa, Which would allow all three neighbors to receive their on the traffic patterns. This section provides some insigttt the
respective packets all at once. expected throughput increase and the factors affecting it.

The above example emphasizes an important coding issuk- Pac . .
ets from multiple unicast flows may get encoded together iateso 4.1 COdmg Gain
intermediate hop. But their paths may diverge at the nextlabp We defined theoding gainas the ratio of the number of transmis-
which point they need to be decoded. If not, unneeded data wilsions required by the current non-coding approach, to themnuim
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(d) Wheel topology; many flows intersecting at the center noel

Figure 4—Simple topologies to understand COPE’s Coding and Cod-
ing+MAC Gains.

number of transmissions used by COPE to deliver the samef set
packets. By definition, this number is greater than or equél t

In the Alice-and-Bob experiment, as describedtin COPE re-
duces the number of transmissions from 4 to 3, thus produaing
coding gain of = 1.33.

this topology. But with opportunistic listening and guesgi the
middle node can combine packets traversing in oppositetires,
for a coding gain of%1 = 1.33. This result is important, because
in a real wireless network, there might be only a small nundfer
flows traversing the reverse path of each other a la Alic-Bab,
but one would expect many flows to intersect at a relay, ansl¢hn
be coded together using opportunistic listening and gngssi

The “X” and Alice-and-Bob examples can be combined to furthe
improve the benefits of coding, as in the cross topology of 4ig).
Without coding, 8 transmissions are necessary for each ticsemnd
one packet to its destination. However, assuming perfesth@ar-
ing (ns andns can overheam andng, and vice versay, can XOR
4 packets in each transmission, thus reducing the numbearas-t
missions from 8 to 5, producing a coding gain%af: 1.6.

We observe that while this section has focused on theoletica
bounds, the gains in practice tend to be lower due to theahibil
of coding opportunities, packet header overheads, medassek,
etc. However, it is important to note that COPE increasestiaal
information rate of the medium far above the bit rate, andchats
benefits are sustained even when the medium is fully utiliZéts
contrasts with other approaches to improving wirelessughput,
such as opportunistic routing [6], which utilize the medibetter
when it is not fully congested, but do not increase its capaci

4.2 Coding+MAC Gain

When we ran experiments with COPE, we were surprised to see
that the throughput improvement sometimes greatly exabdoe
coding gain for the corresponding topology. It turns outt ttee
interaction between coding and the MAC produces a benefidal
effect that we call the Coding+MAC gain.

The Coding+MAC gain is best explained using the Alice-arubB
scenario. Because it tries to be fair, the MAC divides thedbadth
equally between the 3 contending nodes: Alice, Bob, anddhter.
Without coding, however, the router needs to transmit twEeany
packets as Alice or Bob. The mismatch between the trafficdbter
Peceives from the edge nodes and its MAC-allocated drairdibg
makes the router a bottleneck; half the packets transmityethe
edge nodes are dropped at the router’s queue. COPE allowsthe
tleneck router to XOR pairs of packets and drain them twickasis
doubling the throughput of this network. Thus, the Coding

But what is the maximum achievable coding gain, i.e., what isgajn of the Alice-and-Bob topology is 2.

the theoretical capacity of a wireless network that emplo@PE?
The capacity of general network coding for unicast trafficstii
an open question for arbitrary graphs [38, 16]. However, wa-a
lyze certain basic topologies that reveal some of the facfiecting
COPE'’s coding gain. Our analysis assumes identical noaesi-o
directional radios, perfect hearing within some radiugl e signal
is not heard at all outside this radius, and if a pair of nodeshear
each other the routing will pick the direct link. Additiohgl we

The Coding+MAC gain assumes all nodes continuously have
some traffic to send (i.e., backlogged), but are limited eyrthlAC-
allocated bandwidth. It computes the throughput gain wi©PE
under such conditions. For topologies with a single bogtdmn
like the Alice-and-Bob’s, the Coding+MAC gain is the ratibtbe
bottleneck’s draining rate with COPE to its draining ratehweit
COPE.

Similarly, for the “X” and cross topologies, the Coding+MAC

assume that the flows are infinite and we only consider thelgtea gain is higher than the coding gain. For the “X”, the Codinga®!

state.

THEOREM 4.1. In the absence of opportunistic listening,
COPE’s maximum coding gain is 2, and it is achievable.

gain is 2 since the bottleneck node is able to drain twice asyma
packets, given its MAC allocated rate. For the cross topgltize
Coding+MAC gain is even higher at 4. The bottleneck is able to
send 4 packets out in each transmission, hence it is ableato dr

We prove the theorem by showing that the coding gain of thincha four times as many packets compared to no coding. This begs th

in Fig. 4(a) tends to 2 as the number of intermediate nodesases.
The complete proof is in Appendix A.

While we do not know the maximum gain for COPE with op-
portunistic listening, there do exist topologies where apymistic

question: what is the maximum Coding+MAC gain? The maxi-
mum possible Coding+MAC gains with and without opportunist
listening are properties of the topology and the flows thastar

a network. Here we prove some upper bounds on Coding+MAC

listening adds to the power of COPE. For example, consider thdains.

“X"-topology shown in Fig. 4(b). This is the analogy of theiéé-
and-Bob topology, but the two flows travel along link-disippaths.
COPE without opportunistic listening cannot achieve anpgan

THEOREM 4.2. In the absence of opportunistic listening,
COPE'’s maximum Coding+MAC gain 2 and it is achievable.



[__Topology [ Coding Gain | Coding+MAC Gain | the virtual queues to limit packet reordering. After exttingthe
Alice-and-Bob 1.33 2 virtual queues of a particular size, the algorithm then &ak the

CX 11'3;33 i heads of virtual queues for packets of the other size. Thufirid-
lnfinitzzocs:shain 5 5 ing appropriate packets to code COPE has to looKvap2ckets in

Infinite Wheel > = the worst case, wheﬂ‘d is the numbgr of neighborg ofa n.od.e.
Another concern ipacket reordering We would like to limit re-
ordering packets from the same flow because TCP mistakesit as
congestion signal. Thus, we always consider packets aiocptd
their order in the output queue. Still, reordering may odeecause
THEOREM 4.3. In the presence of opportunistic listening, We prefer to code packets of the same size. In practice,¢bisler-

COPE’s maximum Coding+MAC gain is unbounded. ing is quite limited because most data packets in a TCP flobaege
enough to be queued in the large-packet queue, and thus biglcon

The proof, detailed in Appendix C, uses the wheel topology inered in order. We will see i§5.4, however, that reordering might
Fig. 4(d). AssumindN edge nodes, with COPE the bottleneck node, arise from other reasons, particularly the need to retrérespacket
in the center of the wheel, XORY packets together, and conse- that has been lost due to a mistake in guessing what a neighhor
quently drains its queul times faster than without COPE. As the decode. Thus, we choose to deal with any reordering thattrhagh
number of edge nodes increases, Nes» oo, the gain becomes in-  pen inside the network at the receiver. COPE has a modul@tist
finite. While the previous example is clearly artificial, &b illus-  TCP packets in order before delivering them to the transiager
trate the potential of COPE with opportunistic listeningotoduce  as explained i§5.5.

Table 2—Theoretical gains for a few basic topologies.

The proof is in Appendix B.

a several-fold improvement in throughput, agm3. Finally, we want to ensure that each neighbor to whom a packet
Table 2 lists the gains for a few basic topologies. is headed has a high probability of decoding its native padkeus,
for each packet in its output queue, our relay node estintates
5. MAKING IT WORK probability that each of its neighbors has already hearcptiuket.

Sometimes the node can be certain about the answer, for éxamp
when the neighbor is the previous hop of the packet, or when th
reception reports from the neighbor state so. When neithéneo

5.1 Packet Coding Algorithm above is true, the node leverages the delivery probalsilttenputed

To build the coding scheme, we have to make a few design dec?y the routing protocol; it estimates the probability théghdor has

sions. First, we design our coding scheme around the plaaip he packet as the delivery probability between the packegsious

’ . . ; hop and that neighbor. The node then uses this estimate tweens
never delaying packet§Vhen the wireless channel is available, the : .
node takes the packet at the head of its output queue, chédikb w ::a:] e?gggsitljitpackets are decodable by all of their nexthats w
other packets in the queue may be encoded with this packeRsXO gljn part'c Iary.s ose the node enco ckets together. Let
those packets together, and broadcasts the XOR-ed veltthere particurar, Supp fesac 9 )
- i . . the probability that a nexthop has heard padkie¢ P;. Then, the
are no encoding opportunities, our node does not wait foatheal

) robability, Pp, that it can decode its native packet is equal to the
of a matching codable packet. COPE therefore lets the noperop P ” . .
tunistically overload each transmission with additiomdbrmation \?v:?r? ﬁg'gm:h?;n has heard all of the— 1 native packets XOR-ed
when possible, but does not wait for additional codable etcto T
arrive.
Second, COPHjives preference to XOR-ing packets of similar

lengths because XOR-ing small packets with larger ones reducegonsider an intermediate step while searching for codingliea
bandwidth savings. Empirical studies show that the pask&- dates. We have already decided to X@R- 1 packets together,
distribution in the Internet is bimodal with peaks at 40 a®®@  and are considering XOR-ing th& packet with them. The coding
bytes [29]. We can therefore limit the overhead of searcliotlg  algorithm now checks that, for each of thenexthops, the decod-
packets with the right sizes by distinguishing between bawadl  ing probabilityPp, after XOR-ing then™ packet with the rest stays
large packets. We might still have to XOR packets of difféestres.  greater than a threshofd (the default valugs = 0.8). If the above
In this case, the shorter packets are padded with zeroege€l®-  conditions are met, each nexthop can decode its packet tlithst
ing node can easily remove the padding by checking the patket probability G. Finally, we note that for fairess we iterate over the
field in the IP header of each native packet. set of neighbors according to a random permutation.
Third, notice that COPE wilhever code together packets headed Formally, each node maintains the following data structure
to the same nexthosince the nexthop will not be able to decode
them. Hence,while coding, we only need to consider packeidéd e Each node has a FIFO queue of packets to be forwarded, which
to different nexthops. COPE therefore maintains two virtueues we callthe output queue
per neighbor; one for small packets and another for larg&giac e For each neighbor, the node maintains tper-neighbor virtual
(The default setting uses a threshold of 100 bytes). Whema ne queuesone for small packets (e.g., smaller than 100 bytes), and
packet is added to the output queue, an entry is added to (ie-ap  the other for large packets. The virtual queues for a neigibo
priate virtual queue based on the packet's nexthop and size. contain pointers to the packets in the output queue whosbogx
Searching for appropriate packets to code is efficidue to the is A.
maintenance of virtual queues. When making coding dedsion e Additionally, the node keeps a hash tabpacket infg that is
COPE first dequeues the packet at the head of the FIFO output keyed on packet-id. For each packet in the output queueatiie t
queue, and determines if it is a small or a large packet. Ddipgn indicates the probability of each neighbor having that pack
on the size, it looks at the appropriate virtual queues. Kanmle,
if the packet dequeued is a small packet, COPE first lookseat thWhenever the MAC signals a sending opportunity, the nodelgre
virtual queues for small packets. COPE looks only at the $iedid  the procedure illustrated in Alg. 1.

In order to integrate COPE effectively within the currentmerk
stack, we need to address some important system issues.

Po=P1 xPyx...xPp_1.



1 Coding Procedure

Pick packefp at the head of the output queue.
Natives= {p}
Nexthops= {nexthogp) }
if sizgp) > 100 byteshen
which.queue = 1
else
which.queue =0
end if
for Neighbori = 1toM do
Pick packefp;, the head of virtual queu®(i, which.queug
if Vn € NexthopsU{i}, Pr[n can decod® & p;] > G then
p=podpi
Natives = NativesJ{pi }
Nexthops = Nexthops/{i}
end if
end for
which_.queue = lwhichqueue
for Neighbori = 1toM do
Pick packefp;, the head of virtual queu®(i, which.queug
if Vn € NexthopsU{i}, Pr[n can decod@ & p;] > G then
pP=pepi
Natives = NativesJ{pi }
Nexthops = Nexthops/{i}
end if
end for
returnp

5.2 Packet Decoding

Packet decoding is simple. Each node maintaiRacket Poqlin
which it keeps a copy of each native packet it has receiveaiar s

out. The packets are stored in a hash table keyed on packeted (

Table 1), and the table is garbage collected every few secaiitien
a node receives an encoded packet consisting rmdtive packets,
the node goes through the ids of the native packets one byaode,
retrieves the corresponding packet from its packet poobfgible.

Ultimately, it XORs then — 1 packets with the received encoded

packet to retrieve the native packet meant for it.

5.3 Pseudo-broadcast

them. When a node receives a packet with a MAC address differe
from its own, it checks the XOR-header to see if it is a nexthiép
S0, it processes the packet further, else it stores the pachduffer
as an opportunistically received packet. As all packetseant using
802.11 unicast, the MAC can detect collisions and backafperly.
Pseudo-broadcast is also more reliable than simple breadtae
packet is retransmitted multiple times until its desigdat®AC re-
ceiver receives the packet and acks it, or the number okeeisiex-
ceeded. A desirable side effect of these retransmissighatisodes
that are promiscuously listening to this packet have mogodp-
nities to hear it. Pseudo-broadcast, however, does not ledehp
solve the reliability problem, which we address in the nedt®n.

5.4 Hop-by-hop ACKs and Retransmissions

(a) Why hop-by-hop acks? Encoded packets require all nexthops
to acknowledge the receipt of the associated native packetvb
reasons. First, encoded packets are headed to multipleopesstbut
the sender gets synchronous MAC-layer acks only from théhogx
that is set as the link layer destination of the packet (ataéxgd in
the previous section). There is still a probability of losghe other
nexthops from whom it does not get synchronous acks. Second,
COPE may optimistically guess that a nexthop has enougimiafo
tion to decode an XOR-ed packet, when it actually does not.

The standard solution to wireless losses is to mask erdhreed
drops by recovering lost packets locally through acknogtednts
and retransmissions [3, 19]. COPE too addresses this pnalséng
local retransmissions; the sender expects the nexthops XO&R-
ed packet to decode the XOR-ed packet, obtain their natigkegpa
and ack it. If any of the native packets is not ack-ed withirea c
tain interval, the packet is retransmitted, potentiallg@fed with
another set of native packets.

(b) Asynchronous Acks and Retransmissions:How should we
implement these hop-by-hop acks? For non-coded packetsimve
ply leverage the 802.11 synchronous acks. Unfortunatetgneling
this synchronous ack approach to coded packets is highffjdieat,

as the overhead incurred from sending each ack in its owngpack

The 802.11 MAC has two modes: unicast and broadcast. Sincﬁ(ith the necessary IP and WiFi headers would be excessives, Th

COPE broadcasts encoded packets to their next hops, thelhatu

approach would be to use broadcast. Unfortunately, this doe
work because of two reasons: poor reliability and lack ofkoéfc
Specifically, in the 802.11 unicast mode, packets are imatelgi
ack-ed by their intended nexthops. The 802.11 protocolresse-
liability by retransmitting the packet at the MAC layer foffiaed

number of times until a synchronous ack is received. Lackrof a

ack is interpreted as a collision signal, to which the senelacts by
backing off exponentially, thereby allowing multiple ned® share
the medium.

In contrast, 802.11 broadcast lacks both reliability anckb#. A
broadcast packet has many intended receivers, and it isameho

should ack. In the absence of the acks, the broadcast moeies off

no retransmissions and consequently very low reliabiftgdition-
ally, a broadcast source cannot detect collisions, anddbas not
back off. If multiple backlogged nodes share the broaddastcel,
and each of them continues sending at the highest rate,thking
throughput is therefore very poor, due to high collisiorest

Our solution ispseudo-broadcastwhich piggybacks on 802.11
unicast and benefits from its reliability and backoff medkam
Pseudo-broadcast unicasts packets that are meant foidasiad he
link-layer destination field is set to the MAC address of oh¢he
intended recipients. An XOR-header is added after the Ibyler
header, listing all nexthops of the packet, Since all nodesaet in
the promiscuous mode, they can overhear packets not address

in COPE encoded packets are ack-ed asynchronously.

When a node sends an encoded packet, it schedules a resansmi
sion event for each of the native packets in the encoded pattke
any of these packets is not ack-ed witAinseconds, the packet is
inserted at the head of the output queue and retransmitiedis (
slightly larger than the round trip time of a single link.) tRans-
mitted packets may get encoded with other packets accotditige
scheme irg5.1.

A nexthop that receives an encoded packet decodes it tonobtai
its native packet, and immediately schedule an ack evenfor8e
transmitting a packet, the node checks its pending ack samd
incorporates the pending acks in the COPE header. If the hasle
no data packets to transmit, it sends the acks in perioditraon
packets—the same control packets used to send receptions.ep

5.5 Preventing TCP Packet Reordering

Asynchronous acks can cause packet reordering, which may be
confused by TCP as a sign of congestion. Thus, COPE has-an
dering agentwhich ensures that TCP packets are delivered in order.
The agent ignores all packets whose final IP destinatioferdibm
the current node, as well as non-TCP packets. These paakets a
immediately passed to the next processing stage. For eaHldw
ending at the host, the agent maintains a packet buffer amids
the last TCP sequence number passed on to the network stack. |
coming packets that do not produce a hole in the TCP sequence
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stream are immediately dispatched to the transport layter, ap-
dating the sequence number state. Otherwise, they are eidtlin
the buffer till the gap in the sequence numbers is filled, dil @n
timer expires.

6. IMPLEMENTATION DETAILS

(a) Ids of the coded native packetsThe first block records meta-
data to enable packet decoding. It starts WHNCODED_NUM

the number of native packets XOR-ed together. For eachenativ
packet, the header lists itD, which is a 32-bit hash of the packet's
source IP address and IP sequence number. This is followed by
the MAC address of the native packeNext hop. When a node
hears an XOR-ed packet, it checks the listNefxt hops to deter-
mine whether it is an intended recipient for any of the napisekets
XOR-ed together, in which case it decodes the packet, armpses

it further.

(b) Reception reports: Reception reports constitute the second
block in the XOR header, as shown in Fig. 5. The block starts
with the number of the reports in the packBEPORT_NUM Each
report specifies the source of the reported pacls®€._I P. This

is followed by the IP sequence number of the last packet heard
from that sourcd.ast _PKT, and a bit-map of recently heard pack-
ets. For example, a report of the forfl28.0.1.9, 50,
10000001} means that the last packet this node has heard from
sourcel28. 0. 1. 9 is packet 50, and it has also heard packets 42
and 49 from that source but none in between. The above repteese
tion for reception reports has two advantages: compactmasef-
fectiveness. In particular, the bit-map allows the nodesport each
packet multiple times with minimal overhead. This guardaiast
reception reports being dropped at high congestion.

(c) Expressing asynchronous acks compactly and robustlyTo
ensure ack delivery with minimum overhead, we use cumudativ
acks. Since they implicitly repeat ack information, cuntiviaacks
are robust against packet drops. Each node maintains aejmgrhor
16-bit counter, calledNei ghbor _Seqno_Count er. Whenever
the node sends a packet to that neighbor, the counter isnecrted
and its value is assigned to the packet as a local sequendegenum
Local _PKT_SEQ.NUM The two neighbors use this sequence num-
ber to identify the packet. Now, a node can use cumulative aok

a per-neighbor basis. Each coded packet contains an ackrhasd
shown in Fig. 5. The ack block starts with the number of ackiest
followed by the packet local sequence number. Each ack staris
with a neighbor MAC address. This is followed by a pointeretb t
the neighbor where the cumulative acks stop, and a bit-ndipat

ing previously received and missing packets. For examplenary

of {A, 50, 01111111} acks packet 50, as well as the sequence
43-49, from neighboA. It also shows that packet 42 is still missing.
Note that though we use cumulative acks, we do not guaraeliee r
bility at link layer. In particular, each node retransmitlost packet

a few times (default is 2), and then gives up.

6.2 Control Flow

Fig. 6 abstracts the architecture of COPE. On the sendirg sid
(shown in Fig. 6(a)), whenever the MAC signals an opporjutot
send, the node takes the packet at the head of its output quele
hands it to the coding modul€g.1). If the node can encode mul-
tiple native packets in a single XOR-ed version, it has tcedaie

COPE adds special packet headers and alters the control flow @synchronous retransmissions. Either way, before thegparn

the router to code and decode packets. This section desdyidib
parts.

6.1 Packet Format

COPE inserts a variable-length coding header in each paaket
shown in Fig. 5. If the routing protocol has its own headeg.(e.

leave the node, pending reception reports and acks are added

On the receiving side, (shown in Fig. 6(b)), when a packeétesy
the node extracts any acks sent by this neighbor to the nbdésol
extracts all reception reports and updates its view of whakets its
neighbor stores. Further processing depends on whethgattiest
is intended for the node. If the node is not a nexthop for theke@a

Srcr [5]), COPE's header sits between the routing and the MACthe packet is stored in the Packet Pool. If the node is a npxiho
headers. Otherwise, it sits between the MAC and IP headetly. O then checks if the packet is encoded. Ifitis, the node tdeetode
the shaded fields in Fig. 5 are required in every COPE header. T by XOR-ing the encoded packet with the native packets iestor

coding header contains the following 3 blocks.

its Packet Pool. After decoding it acks this reception togtevious



Figure 7—Node locations for one floor of the testbed.

hop and stores the decoded packet in the Packet Pool. Thenoade
checks if it is the ultimate destination of the packet, iftdweinds the
packet off to the higher layers of the network stack. If thelenés
an intermediate hop, it pushes the packet to the output quktie
received packet is not encoded, the packet is simply storedd
Packet Pool and processed in the same fashion as a decodedl pac

7. EXPERIMENTAL RESULTS

This section uses measurements from a 20-node wireleggtest
to study both the performance of COPE and the interactioretf n
work coding with the wireless channel and higher-layer gcots.
Our experiments reveal the following findings.

e When the wireless medium is congested and the traffic carsfist
many random UDP flows, COPE delivers a8idcrease in the
throughput of our wireless testbed.

When the traffic does not exercise congestion control (6BR),
COPE's throughput improvement substantially exceeds e e

pected coding gain and agrees with the Coding+MAC gain.

on the ratio of download traffic to upload traffic at the theayedy,
and ranges from 5% to 70%.

even with the maximum number of 802.11 retransmissions. |

ments with no hidden terminals, TCP’s throughput improveme
with COPE agrees with the expected coding gain.

7.1 Testbed

For a mesh network connected to the Internet via a gateway, tht
throughput improvement observed with COPE varies depgndin

Hidden terminals create a high loss rate that cannot be rdask

the daemon as they would with a standard network device gedvi
by the Linux kernel. No modifications to the applications trere-
fore necessary. The implementation is agnostic to uppelamner
layer protocols, and can be used by various protocols ifufudDP
and TCP.

(c) Routing: Our testbed nodes run the Srcr implementation [5], a
state-of-the-art routing protocol for wireless mesh nekso The
protocol uses Djikstra’s shortest path algorithm on a dataebof

link weights based on the ETT metric [5]. Router output quisue
bounded at 100 packets.

(d) Hardware: Each node in the testbed is a PC equipped with an
802.11 wireless card attached to an omni-directional avaeiThe
cards are based on the NETGEAR 2.4 & 5 GHz 802.11a/g chipset.
They transmit at a power level of 15 dBm, and operate in thel802

ad hoc mode, with RTS/CTS disabled.

(e) Traffic Model: We use a utility program calleadpgen [35] to
generate UDP traffic, artct cp [34] to generate TCP traffic. We ei-
ther use long-live flows, or many shorter flows that match eicei
studies of Internet traffic [30, 9], i.e., they have Poisswivals, and
a Pareto file size with the shape parameter setto 1.17.

7.2 Metrics

Our evaluation uses the following metrics.

e Network Throughputthe measured total end-to-end throughput,
i.e., the sum of the throughput of all flows in the network aanse
by their corresponding applications.

e Throughput Gainthe ratio of the measured network throughputs
with and without COPE. We compute the throughput gain from
two consecutive experiments, with coding turned on, thén of

7.3 COPE in gadget topologies

We would like to compare COPE'’s actual throughput gain with
the theoretical gains described §4, and study whether it is af-
fected by higher layer protocols. We start by looking at a few
topologies with good link quality (medium loss rate after MAe-
ries< 1%), and no hidden terminals.

7.3.1 Long-Lived TCP Flows

We run long-lived TCP flows over 3 toy topologies: Alice-and-
ob, the “X”, and the cross topologies depicted in Figs. 1 4nd

these environments, TCP does not send enough to utilize ﬂ:hg. 8 plots the CDFs of the TCP throughput gain measured4tver

medium and does not create coding opportunities. In environ

Gifferent runs. For the Alice-and-Bob topology the gainpwh in

Fig. 8(a), is close to the theoretical coding gain of 1.33e diifer-
ence of 5— 8% is due to the overhead of COPE’s headers, as well
as asymmetry in the throughput of the two flows, which prevent
the router from finding a codemate for every packet. Simyddr

the “X"-topology, the gain in Fig. 8(b) is comparable to thaimal

(a) Characteristics: We have a 20-node wireless testbed that SPangoding gain of 1.33. Finally, Fig. 8(c) shows the throughgain for

two floors in our building connected via an open lounge.
nodes of the testbed are distributed in several offices agass and
lounges. Fig. 7 shows the locations of the nodes on one ofdbesfl
Paths between nodes are between 1 and 6 hops in length, and

Theihe cross topology with TCP. The gains are slightly lowemntttze

expected coding gain of 1.6 because of header overheadrfenpe
overhearing, and a slight asymmetry in the throughputs efftair
16ws

loss rates of links on these paths range between 0 and 30%. TheTne apove experimental results reveal that when the traffic e

experiments described in this paper run on 802.11a with-gsakét
of 6Mb/s. Running the testbed on 802.11b is impractical beeaf
a high level of interference from the local wireless netvgork

(b) Software: Nodes in the testbed run Linux. COPE is imple-
mented using the Click toolkit [25]. Our implementation sues a

ercises congestion control, the throughput gain corredpada the
coding gain, rather than the Coding+MAC gain. The congastio
control protocol, built into TCP, naturally matches theuhpate at
the bottleneck to its draining rate. When multiple longetivTCP
flows get bottlenecked at the same router, the senders bhakadf

user space daemon, and sends and receives raw 802.11 frames f prevent excessive drops, leaving only pure coding gains.

the wireless device using a libpcap-like interface. Thelemgnta-
tion exports a network interface to the user that can bedd:bite
any other network device (e.get h0). Applications interact with

7.3.2 UDP Flows
We repeat the above experiments with UDP and evaluate the
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throughput gains. Fig. 9 plots a CDF of the UDP gain with COPE 04

Average Queue Size at bottleneck
15
for the Alice-and-Bob, the “X”, and the cross topologies eTigure 03 x /
shows that the median UDP throughput gains for the threddepo 0z
gies are 1.7, 1.65, and 3.5 respectively. "

Interestingly, the UDP gains are much higher than the TCRsgai o 2 4 s b Doz T T
they reflect the Coding+MAC gains for these toy topologiescatl
from §4 that the co_din_g gain a!’ises pu_rely from the re_d_UCtion in theFigure 10—End-to-end loss rate and average queue size at the bottle-
number of transmissions achieved with COPE. Additionadlyd-  necks for the TCP flows in the testbed. Loss rates are as high ds%
ing compresses the bottleneck queues, preventing dowansiten-  even after 15 MAC retries; TCP therefore performs poorly. The queues
gested routers from dropping packets that have alreadyuocoed  at the bottlenecks almost never build up resulting in very fev coding
bandwidth, and producing a Coding+MAC gain. §4, we have opportunities and virtually no gains.
shown that the theoretical Coding+MAC gains for the abowe to ) ) ]
topologies are 2, 2, and 4 respectively. These numbers ahg fa C€SS, pick sender and receiver randomly, and transfer fifessev
close to the numbers we observe in actual measurements. sizes follow the distribution measured on the Internet [9].

One may wonder why the measured throughput gains are smaller SUrprisingly, in our testbed, TCP does not show any sigmitica
than the theoretical Coding+MAC gain bounds. The XOR hemderimprovement with coding (the average gain is 2-3%). The riulp
add a small overhead of 5-8%. However, the difference is ipain 1S TCP’s reaction to collision-related losses. There areimiver
due to imperfect overhearing and flow asymmetry. Specificaie  Of nodes sending packets to the bottleneck nodes, but tieegar
nodes do not overhear all transmitted packets. Furtheresemders ~ Within carrier sense range of each other, resulting in taesit hid-
capture the wireless channel sending more traffic in a paaicli- ~ den terminals problem. This creates many collision-relaesses
rection, which reduces coding opportunities and overati.ga that cannot be masked even with the maximum number of MAC

In practice, traffic is a combination of congestion-corigdland ~ Tétries. To demonstrate this point, we repeat the TCP exeetis
uncontrolled flows. Further, most TCP flows are short-livedia With varying number of MAC retransmissions with RTS/CTS en-
do not fully exercise congestion control during slow-stitis, one ~ abled. Note that disabling RTS/CTS exacerbates the prohiem

would expect COPE’s gains to be higher than those observéid wi ther. Fig. 10 plots the end-to-end loss rates for TCP flows as a
long-lived TCP and lower than those observed with UDP. ldgee function of the number of MAC retransmissioriEhese experiments
we have run experiments for the Alice-and-Bob scenario alirt- ~ "ave COPE turned offEven after 15 MAC retries (the maximum

lived TCP flows with Poisson arrivals and Pareto transfee.size- ~ Possible) the TCP flows experience/idoss. As a result, the TCP
pending on the flow inter-arrival times, the measured thhpug ~ flows suffer imeouts and excessive back-off, and are urtalsemp

gains vary between the coding gain and the Coding+MAC gain.  UP and utilize the medium efficiently. Fig. 10 plots the agera
queue sizes at the bottleneck node$he bottleneck nodes never

7.4 COPE in an Ad Hoc Network see enough traffic to make use of coding; most of their timpésis

How does COPE perform in a wireless mesh network? We havg/ithoutany packets in their queues or just a single pacle ¢od-
advocated a simple approach to wireless network codingeveeh N9 OPPortunities arise, and hence the performance is tine seth
node relies on its local information to detect coding oppoities, ~ 2nd Without coding.

and when possible XORs the appropriate packets. Howevi, it Collision-related losses are common in wireless networkkra-
unclear how often such opportunities arise in practice,hether ~ CeNt work has studied their debilitating effect on TCP [14 \ak-

they can be detected using only local information. Thushis t N9 TCP workin such a setting would imply solving the cotiisi

section, we run experiments on our 20-node testbed to gawge t Problem; such a solution is beyond the scope of this paper.
throughput increase provided by COPE in an ad hoc network. Would TCP be able to do better with COPE if we eliminated

collision-related losses? We test the above hypothesigtignming
7.4.1 TCP 1The few nodes connecting the two floors are where the flows-inte
We start with TCP flows that arrive according to a Poisson pro-sect; they are main bottlenecks in our testbed.
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Figure 11—COPE provides 38% increase in TCP goodput when the

testbed topology does not contain hidden terminals.
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Figure 12—COPE can provide a several-fold 8-4x) increase in the
throughput of wireless Ad hoc networks. Results are for UDP fhws with
randomly picked source-destination pairs, Poisson arrives, and heavy-
tail size distribution.

the following experiment. We compress the topology of thettied
by bringing the nodes closer together, so that they are mithirier
sense range. We artificially impose the routing graph aref-inode
loss rates of the original testbed. The intuition is thatribdes are
now within carrier sense range and hence can avoid colBsidhis
will reduce the loss rates and enable TCP to make better ude of
medium. We repeat the above experiment with increasingdefe
congestion obtained by decreasing the inter-arrival tiofeke TCP
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Figure 13—Percentage of packets coded in the testbed due to guessing,
as a function of offered load, for the set of experiments in Fj. 12.
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Figure 14—Distribution of number of packets coded together in the
test bed at the peak point of Fig. 12.

Fig. 12 shows that COPE greatly improves the throughput of
these wireless networks, by a factor of 8-@n average. The fig-
ure plots the aggregate end-to-end throughput as a funofitime
demands, both with COPE and without. At low demands (below
2Mb/s), coding opportunities are scarce, and COPE perf@ims
ilarly to no coding. As demands increase, both network cenge
tion and the number of coding opportunities increase. | signse
networks, the performance without coding deterioratesabse of
the high level of contention and consequent packet lossalaelt
lisions. In contrast, coding reduces the number of transions,
alleviates congestion, and consequently yields higheutiiput.

It is interesting to examine how much of the coding is due to
guessing, as opposed to reception reports. Fig. 13 plotpdhe
centage of packets that have been coded because of guesdiing f
experiments in Fig.12. It is calculated as follows:nlpackets are
coded together, and at mdspackets could be coded using recep-
tion reports alone, then — k packets are considered to be coded
due to guessing. The figure shows that the benefit of guesaisv

flows. Fig. 11 plots the network TCP goodput with and without with demands. At low demands, the bottleneck nodes havel smal
COPE as a function of the demand. For small demands, COPE ofjueues, leading to a short packet wait time. This increasperé

fers a slight improvement since coding opportunities asge As
the demands increase, network congestion and coding ajojties
increase, leading to higher goodput gains. As congestiomeases
beyond a certain level, the throughput levels off, reflegtine fact
that the network has reached its capacity and cannot suesdalin
tional load. At its peak, COPE provides Z8mprovement over no
coding. The medium loss rates after retransmissions atgitgg.
The TCP flows are therefore able to use the medium efficigmtly,
viding coding opportunies which result in throughput gains

7.4.2 UDP

dence on guessing because reception reports could aroviatis,
after the packets have been forwarded. As demands incrdese,
gueues at the bottlenecks increase, resulting in longer timags,
and consequently allowing more time for reception reparisrtive.
Hence, the importance of guessing decreases. As demargis sur
even higher, the network becomes significantly congesestiimg
to high loss rates for reception reports. Hence, a highezgmeage
of the coding decisions is again made based on guessing.

Let us now examine in greater detail the peak point in Fig. 12,
which occurs when demands reach 5.6 Mb/s. Fig. 14 shows tke PD
of the number of native packets XOR-ed at the bottleneck siode

We repeat the large scale testbed experiments with UDP. Thé.e., the nodes that drop packets). The figure shows thaaven

flows again arrive according to a Poisson process, pick seark
receiver randomly, and transfer files whose sizes followdisgri-

bution measured on the Internet [9]. We vary the arrivalgatithe
Poisson process to control the offered load. For each &rete, we
run 10 trials, with coding on and then off (for a total of 50(ek-

ments), and compute the network throughput in each case.

age, nearly 3 packets are getting coded together. Due toigie h
coding gain, packets are drained much faster from the quefitbe
bottleneck nodes. The result is an average throughput g&iir.

7.5 COPE in a Mesh Access Network

There is growing interest in providing cheap Internet asaesng
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Figure 16—Effect of unequal channel qualities on coding opportunitis
and throughput gain in the Alice-and-Bob topology. COPE algns the
fairness and efficiency objectives. Increased fairness irgases coding
opportunities and hence improves the aggregate throughput

sends at full blast. Coding, however, aligns these two obEs;

increasing fairness increases the overall throughputeh#twork.

multi-hop wireless networks that connect to the rest of titerhet
via one or more gateways/access points [1, 4, 32, 36]. Weiatel

COPE in such a setting, where traffic is flowing to and from the8. DISCUSSION AND CONCLUSION

closest gateway. We divide the nodes in the testbed intcs4 Bath
set communicates with the Internet via a specific node tlagsphe
role of a gateway. We use UDP flo&sind control the experiments
by changing the ratio of upload traffic to download trafficgF15
plots the throughput gains as a function of this ratio.

The throughput gain increases as the fraction of uplinKitréi-
creases. When the amount of uplink traffic is small, gainscare
respondingly modest; around-515%. As uplink traffic increases,
gains increase to 70. COPE'’s throughput gain relies on coding
opportunities, which depend on the diversity of the packetshe
queue of the bottleneck node. For example, in the Alicefaol-
topology, if only 10% of the packets in the bottleneck quete a o
from Alice and 90% from Bob, then coding can at best sneak Al-
ice’s packets out on Bob's packets. Hence, as the ratio ankipl
traffic increases, the diversity of the queues at bottlepé@uireases,

Finally, we would like to comment on the scope of COPE. The

present design targets stationary wireless mesh netwoetese the
nodes are not resource-constrained. More generally, C@Rbe
used in multi-hop wireless networks that satisfy the folloyv

Memory: COPE’s nodes need to store recently heard packets for
future decoding. Only packets in flight are used in codingreéh

is no need to store packets that have already reached ttstir de
nation. Consequently, the storage requirement shouldidpetlsi
higher than a delay-bandwidth product. (For e.g., an 11 Méis
work with a 50ms RTT has a delay-bandwidth product of 70 KB.)
Omni-directional antenna: Opportunistic listening requires
omni-directional antennas to exploit the wireless broatipsop-

erty.

Power requirementsOur current design of COPE does not opti-

more coding opportunities arise, and consequently higireugh-
put gains are obtained.

mize power usage and assumes the nodes are not energy limited

The ideas in COPE may be applicable beyond WiFi mesh net-
works. Note that COPE can conceptually work with a variety of
MAC protocols including WiMax and TDMA. One may envision
modifying COPE to address the needs of sensor networks. &uch
modification would take into account that only a subset ofste-
sor nodes is awake at any point of time and can participatppoe
ftunistic listening. Sensor nodes may also trade-off sar@tsmis-
sions for reduced battery usage, rather than increasedghpuit.
Additionally, COPE may be useful for cellular relays. Depiag
cellular base stations is usually expensive. A cheap wayd®ase
coverage is to deploy relay nodes that intervene betweemdinde
device and the base station [13], creating a multi-hop kzellack-
bone. COPE would allow cellular relays to use the bandwidbinem
efficiently. Indeed, after the publication of COPE, we haa@rhed
that Ericsson has independently proposed a design forlaehe-
lays with a subset of COPE's functionality, where the celluklay
XORs only duplex flows, as in the Alice-and-Bob scenario [13]
This scheme can be extended to make full usage of the ideas em-
bedded in COPE.

Our community knows a few fundamental approaches that can
improve wireless throughput, including more accurate estign
control, better routing, and efficient MAC protocols. We ibe¢
that COPE is an important step forward in our understandfrigeo
potential of wireless networks because it presents a ndvogonal
axis that can be manipulated to extract more throughput;eham
how to maximize the amount of data delivered in a single trass
sion. This is coding, which is an old theme, traditionallgdst the
physical and application layers. But COPE and a few othezmniec
projects [7, 21] introduce coding to the networking comntyiigis
a practical tool that can be integrated with forwarding,tioy, and
reliable delivery.

7.5.1 Fairness

The access network experiment above illuminates the dfiget
ness has on coding opportunities. An important source afitméss
in wireless networks is the comparative quality of the clesfrom
the sources to the bottleneck, usually referred to asépture ef-
fect For example, in the Alice and Bob experiment, if the channe
between Alice and the router is worse than that between Bdb an
the router, Alice might be unable to push the same amounafifar
as Boh. Although the 802.11 MAC should give a fair allocation
all contenders, the sender with the better channel (her¢ iBally
captures the medium for long intervals. The routing protddes
to discount the capture effect by always selecting the gephinks;
but in practice, capture always happens to some degree.

We study the effect of capture on COPE by intentionally sires
the links in the Alice and Bob topology. We set it up such thathb
Alice and Bob are equidistant from the router, and compuaedtal
network throughput. We then gradually move Alice’s node yawa
from the router, and repeat the experiment and the measuatsme

Fig. 16 shows the network throughput as a function of the @t
Alice’s and Bob’s distance to the router. It also shows theqat-
age of coded packets and flairness indexcomputed as the ratio of
Alice’s throughput to Bob’s. As Alice moves further away, [Bim-
creasingly captures the channel, reducing fairness, goafiportu-
nities, and the aggregate network throughput. Interelstimgthout
coding, fairness and efficiency are conflicting goals; tigiquut in-
creases if the node with the better channel captures theumeatid

2As mentioned earlier, in the uncompressed testbed, TCPshHtk
excessively because of collision-based losses from hititarinals,
and does not send enough to fully utilize the medium.
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APPENDIX
A. PROOF OF THEOREM 4.1

PrROOF We first prove the upper bound of 2. Note that if the interme-
diate node codebl native packets together, these packets have to Ié to
different next-hops, by the coding rule §8(b). In the absence of oppor-
tunistic listening, the only neighbor that has a packet ésptevious hop of
that packet. Suppose the intermediate hop cod@spackets from the same
neighbor. All other neighbors must have N — 2 packets in the encoded
packet, which violates the coding rule. As a result, thermtsliate hop can
code at most one packet from a neighbor. Without opportigniistening,
this is the only native packet in the encoded packet thatrthighbor has.
Invoking the coding rule, this implies that the intermediaibp can code at
most 2 packets together. This implies that the total numb&aosmissions
in the network can at most be halved with coding, for a codiaig of 2.

Indeed, this gain is achievable in the chainNbfinks in Fig. 4(a). This
topology is an extension of the Alice-and-Bob example wiére: 2. The
no-coding case requires a total dfl ransmissions to deliver a packet from
Alice to Bob, and vice-versa. On the other hand, in the preser coding,
each of theN — 1 intermediate nodes on the path can transmit information
simultaneously to neighbors on either side by coding thetaakets travers-
ing in opposite directions, for a total bf+ 1 transmissions. The coding gain

in this case i%, which tends to 2 as the chain length growg.]

B. PROOF OF THEOREM 4.2

PROOF. As proved above, in the absence of opportunistic listgnang
node can code atmost 2 packets together. Hence, a bottlandekcan drain
its packets atmost twice as fast, bounding the Coding+MA®@ gb2. This
gain is achieved even in the simple Alice-and-Bob experinasrexplained
above (longer chains result in the same Coding+MAC gairi)l

C. PROOF OF THEOREM 4.3

PrROOF. Consider the wheel topology with radiusn Fig. 4(d) withN
nodes uniformly placed on the circumference, and one nodeeatenter
of the circle. Assume that when a node transmits, all otheleadn the
circle overhear this transmission, except for the diaroeliy opposed node
(i.e., the radio range isr2— ¢, wheree =~ 0). Suppose now that there are
flows between every pair of diametrically opposed nodese Mwit nodes on
either end of a diameter cannot communicate directly, butocanmunicate
using a two-hop route through the middle node. In fact, thiste is the
geographically shortest route between these nodes. Irb#enee of coding,
a single flow requires 1 transmission from an edge node, areh&rhission
from the middle node. This adds to a total of 1 transmissiaregdge node,
andN transmissions for the middle node, across all packets.eShre MAC
gives each node only ﬁ% share of the medium, the middle node is the
bottleneck in the absence of coding. However, COPE with dppistic
listening allows the middle node to code all tNeincoming packets and
fulfill the needs of all flows with just one transmission, gy matching its
input and output rates. Hence, the Coding+MAC gaifNjswhich grows
without bound with the number of nodes[]



