Rome: Performance and Anonymity
using Route Meshes

Krishna P. N. Puttaswamy, Alessandra Sala, Omer Egeciagld,Ben Y. Zhao
Computer Science Department, University of California ahtd Barbara
{krishnap, alessandra, omer, ravenfé@cs.ucsb.edu

Abstract—Deployed anonymous networks such as Tor focus unacceptable performance for general web browsing, and
on delivering messages through end-to-end paths with high completely rule out the use of latency-sensitive applirei
anonymity. Selection of routers in the anonymous path constic- such as Voice-over-1P.

tion is either performed randomly, or relies on self-descrbed Unlike traditi | | twork h th
resource availability from each router, which makes the syem niike tradiional overiay networks, where patns are eas-

vulnerable to low-resource attacks. In this paper, we inves ily optimized for end-to-end (E2E) latency, optimizing for
gate an alternative router and path selection mechanism for low latency paths on Tor poses a significant challenge. Any

constructing efficient end-to-end paths with low loss of pat optimization scheme must preserve anonymity of the E2E
anonymity. We propose a novel construct called a “route mesh path. The key challenge is gathering information abouteout

and a dynamic programming algorithm that determines optima- . Py . . .
latency paths from many random samples using only a small latencies and capacities without information leakage. One

number of end-to-end measurements. We prove analyticallyhiat approgch is to use a d_ir_ectory service (as _u_sed in Tor) that
our path search algorithm finds the optimal path, and requires advertises node capacities. However, malicious nodes can

exponentially lower number of measurements compared to a attract large volume of flows and lower system anonymity by
standard measurement approach. In addition, our analysislsows ¢4 5ey advertising highly desirable qualities. Recenidgs
that route meshes incur only a small loss in anonymity for its have demonstrated the effectiveness of this attack on & larg
users. Meanwhile, experimental deployment of our anonymaal . . .
routers on Planet-lab shows dramatic improvements in path fraction of the users in the network even with low-resource
selection quality using very small route meshes that incurdw attacker nodes [1]. A more reliable alternative would be to
measurement overheads. perform active measurements on E2E paths. However, this
requires the source node to contact a large number of first
hop nodes, thus increasing its exposure to malicious nodes

Privacy of online communications is more important todagerforming passive timing attacks such as the predecessor
than ever before. With different aspects of our lives beirgftack [22], [21].
digitized and moving online, each of us is accumulating a The goal of our work is to design a path construction
large volume of personal information in the form of onlinalgorithm for anonymous routing networks that provides a
records and logs. Sufficiently motivated, a malicious gntiuser-tunable tradeoff between performance and anonyhaty t
can use social networks, blogs and online logs to obtamproves upon E2E path measurements. We propose the use of
information about our shopping and reading habits, travefructured anonymous “route meshes,” an overlay con&ruct
plans, personal opinions and friends and family. As showhat embeds a large number of random paths. We then describe
in the recent Viacom vs. Youtube ruling [6], online privacya dynamic programming algorithm that systematically dstec
for the average Internet user may be sacrificed to protebe optimal path for different hop lengths through the mesh,
content owners against the misbehavior of the few. Similéinally selecting an efficient anonymous path. Our dynamic
shifts in U.S. policies may also signal the advent of Internprogramming algorithm is proven to be optimal, and supports
wiretapping as a common intelligence tool [16]. the simultaneous discovery of multiple node-exclusivekbac

Use of anonymous communication tools such as the Tpaths, all while minimizing the exposure of the source node
network [3] can protect users by preventing third partide potential attackers in the network. Our solution, Rome,
from monitoring personal web traffic and associating specifis general and can be adopted by all path-based anonymous
IP addresses with private URLs or webpages. Tor providsgstemsge.g.[5], [3]. By performing selective measurements,
anonymity by routing user traffic through a random sequenoer approach achieves accurate and trustworthy resultie whi
of encrypted tunnels, each linking two nodes in the publiminimizing impact on anonymity.
Tor network of more than 1000 nodes. Although popular, the This paper makes three key contributions. First, we describ
deployed systems provide poor performance even for lom Section Il a general route mesh design for anonymous
overhead traditional applications like email and web browgath construction, and &stdrivealgorithm for scalable route
ing [10], [17], [13]. Paths are built by connecting a set ofelection. Second, we use detailed analysis in Section IV to
randomly chosen Tor nodes with highly varying resource cprove the optimality of our algorithm, and bound the tradleof
pacity and load values. A recent TOR measurement study [Iitween anonymity and number of random paths searched.
suggests that even the top quartile of Tor paths have roufddiird, we present extensive simulation and measurement re-
trip times around 2 seconds! These round trip times providalts that quantify the performance improvement of Rome ove

|. INTRODUCTION



existing path construction approaches. individual nodes. Malicious nodes can claim high resouices
order to bias flows to choose them as routers [1]. This ineeas
1. PRELIMINARIES the probability of multiple attackers colluding together t
Anonymous routing networks such as Tor construgfreak the_gnopymny of.a single flow. Rese:?lrchers have pro-
posed verification techniques such as bandwidth measutemen
E2E anonymous tunnels from randomly chosen nodes in”,~". . .
nﬁd distributed reputation systems. However, attackers ca
. o . " tually obtain high-powered machines and truthfully atise
anonymity [3], [12], itignores heterogeneity of node capes rr]il]gh resources to bias path formation. Such an attack cannot

in the overlay, easily overloading low-resource nodes a . . X
. ; . be prevented as long as the path formation algorithm include
creating performance bottlenecks. Our goal is to Improye = resource availability

performance by allowing users to tradeoff performance and’
anonymity by performing informed path selection followiag Our insights.  From studying the two approaches discussed
small number of E2E measurements. above, we arrive at two independent insights that ultinyatel
We first introduce the terminology we use in the rest of thead us to our proposed system, Rome. First, we believe that
paper. All participants in the anonymous system are callpérformance should be quantified by measurements initiated
nodes A node that initiates an anonymous communicatiay the source node. Clearly, malicious attackers can report
session is called theourceand the destination of the con-arbitrarily high performance values. In addition, indired-
nection is referred as theceiver A specific communication ternatives based on distributed reputations or collab@rat
flow between a source and a receiver routes through sever@lasurements are all vulnerable to the Sybil attack [4]revhe
nodes that we cafelay nodesand we refer to the combinationa single attacker can instantiate multiple online idesiti
of the source, receiver and relay nodes asphiis The length and use them to manipulate collaborative measurement or
of time a source remains connected to the same receiver igputation systems.

session_ If nodes fail and a path nee(_js to be rebuilt, we refer Second, existing attacks have shown that biasing path for-

to the time between each path rebuild process amiad mation for performance leads to increased vulnerability to
In thi§ section, we first discuss the performance versyssource-based attacks [1]. Therefore, tuning must be tone

anonymity tradeoff in the context of the Tor anonymoug controlled fashion that improves performance while avgjd

networ_k.. We then set the_groundwork for our proposed systefBpendence on the “optimal” path. Performing limited tgnin

by defining our assumptions and threat model. will enable flows to avoid both performance bottlenecks and

A. Anonymity versus Performance resource-based atta(_:ks_._ Finally, in the case of m_easutemen
' based approaches, limiting performance tuning will also- pr

Chaum-mix based anonymous protocols include Tor [3gct the source node from passive logging attacks.
Salsa [12], Tarzan [5] and others [24], [14], all of which

share a common tradeoff between anonymity and performance.
Practical requirements for performance require that thé Pay Assumptions and Threat Model
construction algorithm take into account the load or perfor

mance o_f heterogeneous nodes in. the overlay. The key qoestioye consider a passive (non-active) attacker model in this
is how mformatlon about_ potential routers is gathered. arﬂﬁaper, similar to the model considered in prior work [21],
accessed, without exposing the source node or makmgizgi [14]. Attackers can passively log traffic, monitor Kis
vulnerable to false advertisements. and perform passive attacks including timing attacks aed th
Two Approaches for Quantifying Performance. There are Ppredecessor attack. But they cannot perform active atléeks
two general approaches for gathering performance datat abdyerting the encryption, modify message contents, etc. We
over|ay nodeS' performing active measurements to estimagsume that a fraction of the network is malicious, and hence
node capacity, or asking the nodes for information. can monitor the traffic in a fraction of the network. Formally
One can imagine a System where a source node repeateﬂ‘dﬂpdes are malicious out oV total nodes in the network.
performs E2E measurements ppotential paths to select oneAttackers can collude and share their logs with no delay to
that provides the desired performance properties. Thiiis a€nhance the impact of their attack.
to building paths and tearing them down repeatedlymes. In addition, we also make an assumption that each source
These repeated performance measurements expose the sowde () using Rome has access to one or more other
node top new nodes in the system, increasing its vulnerabilityodes, calledliases(S:, S....Sy in Figure 1). As we describe
to passive logging attacks such as the Predecessor attHck [ter, these aliases help the sourSeperform the initial
[22]. In addition, it is likely thatp remains a small value, andTestdrive measurements anonymously. The source truss the
the source can only sample the performance of a small numbéases, and we conservatively assume that compromiseng th
of potential paths. anonymity of an alias compromises the anonymity $f
The alternative is to ask nodes directly for their perforosen These aliases can be additional instances the source user is
information, and is the simple approach adopted by the Tamning on different machines, as in [7]; or they can be &dst
anonymous network. Tor uses a central directory to maintdiiends linked to the source via a social network. As shown
node statistics on uptime and bandwidth. While this is datala in other recent work, trusted friends from social networée c
and preserves anonymity, it relies on truthful informaticom  effectively protect nodes from traffic logging attacks [15]



Building a Symmetric Mesh. Using multiple sources and

Mesh Link receivers makes the mesh completely symmetric, such that
each router node haspredecessors in the previous level and
Final Path k successors in the following level. The reason for source

and destination aliases is simple. Without them, the first an
last columns of the mesh only has one node (instea#)of

Fig. 1. A simple k = 3 route mesh for selecting a 3-hop & 4)  the source and receiver respectively. Therefore, all nades
route. The dark line denotes the optimal path found by testdr the second level receive messages only from one node (the
source), and can easily identify their predecessor as thle re
source. Similarly, nodes at th{d — 1) column can identify

the real receiver as the only node they route probes to. A

Based on our observations in Section Il, we propeeene Symmetric mesh prevents these attacks.

a user-controlled system for optimizing performance off§R0 |nterconnections in the Mesh. Each relay node hag
mous routes. At the core of our approach is a new construct Wgoming edges and outgoing edges connecting it to all
call a “route mesh.” Instead of connecting an anonymous p&Bdes in the adjoining levels of the route mesh. All edges
between the source and destination through a set of randgfa unidirectional, and always flow from the source towards
nodes, Rome selects times as many random nodes, anghe receiver Igft to right in Figure 1). Formally, we adopt
randomly places them into a route mesh arranged in the foffatrix notation for naming vertices: a vertex; identifies

of a regular matrix, where there are potential routers to the jt* relay node on the!” row of the mesh. There is an
choose from at each hop. We also propose an accompanydgge between two nodes in the mésland only if the two

end-host driven measurement algorithm caltestdrivethat nodes are in consecutive levels. We represent an edge in the
uses end-to-end (E2E) light-weight probes to determine thgsh as{v; ;,

“best” hop path, out of all possible paths through the route )

mesh. For aL-hop anonymous path, Rome builds a randorf{2de0ffs. Since our mesh ok:L nodes can form a total

k, L mesh for each flow based on user specified valuels, ofof # different paths, we can compare the merits of our mesh
uses testdrive to determine the best path through the meh@n alternative of exploring™ disjoint random paths. Both

3 L - .
and uses that path to carry anonymous traffic for the flow, \§@S€S have a total @f* paths, but the mesh is constrained to
show in Figure 1 an example of a route meshioe 3, L — 4 exploring paths on a fixeflL nodes, while disjoint paths can

(we explain the symmetric design of the mesh below). cover a larger portion of the node space. This disadvantage
Rome’s route meshes allow users to customize their leva|M°r€ than offset by two key benefits of the mesh: lower

of anonymity-performance tradeoff. While testdrive is y@n exposure of the source to first hop routeedr( the mesh, and

I .
to determine the optimal path in the mesh in ponnomi%l ;8 _d'SJO'”tdlff‘t?S)'d?‘r!d_ ftewe;hmeat/s\,/uremenﬁﬂl using d
time, users control the size of the mesh, and consequerly fSianve, ant ; or tl?otlﬁ pat 5(3' ﬁe_usse ina ysll\fvand
number of random paths sampled in the path selection pmcéggasuremen S to quantity these fradeofls In sections 1vvan

Increasing the value of parameteadds more random paths tog. Anonymous Performance Probes in Testdrive
the search space, increasing the likelihood of finding aebett

path, and along with it an increased vulnerability to a passi
logging by resource-rich attacker nodes.

IIl. ROUTE MESHES ANDTESTDRIVE

Vmn,j+1)-

Rome faces the unique challenge of maintaining anonymity
of the source while performing path measurements. As atresul

In each route mesh witk rows andZ columns, there are W€ cannot use existing performance measurement techniques
a total of k&~ possible L — 1-hop paths. To determine theSuch as per-hop latency measurements. We also cannot mea-

optimal path out of this sample set, Rome must address e the latency from the source to individual mesh nodes,
main challenges. First, Rome must measure the performafitd€ that would expose the source to all nodes in the mesh.
of different pathinonymouslyvithout revealing the source or Finally, to limit initial path setup overhead, we cannot use

any node’s position in the mesh. Second, testing masty ( bandwidth capacity measurement tools such as PathChar to

paths is infeasible in practice, and also exposes the souP&gform per-hnk measurements. )
to malicious traffic loggers. Therefore, the source needs to1estdrive uses E2E latency measurements to the receiver to

identify the best path with minimal number of measuremenStimate path performance. The source constructs an eedryp

(<< k). We present our solutions to these challenges in detd]fSSage (onion) for each path it wantstés{ anddrives it
in the remainder of this section. along the path. The message payload contains a requesefor th

receiver to construct and send back an anonymous reply in the

reverse direction. Note that malicious relays on a path @ann

distinguish these probe messages from regular messages, an
As shown in Figure 1, Rome organizé$, nodes intok therefore cannot manipulate routing to shorten the E2Eégte

rows andL columns. The source and its— 1 aliases reside In addition, a source node can add extra padding and dummy

in the first column, and the receiver andits 1 aliases reside data to vary packet sizes and avoid recognition by interatedi

in the Lt column. In the othel, — 2 columns, Rome placesrelay nodes. Since packet padding and anonymous route reply

k(L — 2) randomly chosen nodes. In the rest of the paper, wechniques are well-studied in literature [24], [3], we dat n

will use column and level interchangeably. describe them here.

A. Mesh Construction Details



Algorithm 2 Produces Random Sequence of Dummy Probes
Random Test()
x= RandomNumber();
fori=1toi<kdo

P, =Horizontal Path(i,1,L);
end for
fori=1toi <z do
Fig. 2. A snapshot of Testdrive in action. Optimal paths have bee: for j = 1 to i < k do
computed for nodes through column 3. Computing the optimaghp 7 Mmsum(pj_.)
to v1,4 means comparing E2E latencies for 3 paths, each containing  end for
an optimal subpath and sharing the same suffix fiam to R. 9: end for

arwheE

Algorithm 1 Finds Optimal End-to-End Path in Mesh Algorithm 3 Generates Common Suffix Subpaths for Con-

Path=Source.OptimaPath(Mesh mesh) catenation

1: Random Test(); Path= HorizontalPath(row i, firstcolumn |, lastcolumn
2: < P17P2,...,Pk >= Best_Path(L); |_)

3:fori=1toi<kdo 1: Path=k:

& lef = Measure(P:); 2: for m = jtom < L do

5o en X or . i 3 Path:Patha(m- m, Vs m+1);

6: b = index i s.ttm; = min;{mi, ma,...,my}; 4: end for ’ ’

7: Return b 5: Return Path;

This simple measurement mechanism accomplishes the 9oalye show an example of Testdrive in action in Figure 2.
of measuring the cumulatlvg round-tr_lp-tlme (RTT) of a pat_rHere, Testdrive is computing the optimal paths to noge
For a given path, however, it cannot |d.ent|fy (and th_us a)/0|<{l[he4th relay node on tha** row), having already computed
its latency bottleneck, the node that is most heavily-loadgportest paths for each of thenodes in the previous column
(and therefore contributing the most delay). Unfortunatelchosen paths marked in thick arrows). Computing the skorte
tr_ad|t|onal techniques that Ioca_llze pgrformance bottts path tov; 4+ comes down to comparing E2E latencies jof
either reveal too much information or incur very heavy megssible paths generated from the concatenation of an ajptim
surement overheads. Lu<_:k|Iy, this is not essent@ to Om-g%ath to a predecessprof v 4, the link betweerp and v 4,
We shqw below a recursive m_easurement Fechnlque that finggy a common suffix path from, 4 to a receiver R).
the optimal path using dynamic programming. We next describe our algorithm in detail with pseudo-code.
The source builds a mesh and callptimal Path described in
Algorithm 1, which locates the optimal path in the mesh. This
Our goal is to locate the minimum latency path out of turn calls Best Path, Algorithm 4, to compute an optimal
k% paths in the mesh using the minimal number of testdriygath to each of thé receivers in the last column.
probes. Using only E2E measurements to the receiver, weAlgorithm 1 also callsRandomTestAlgorithm 2), which
propose a novel algorithm that incrementally isolates artroduces a random number of dummy probe messages. These
determines optimal subpaths between the source and receireessages prevent nodes from determining their location in
The idea is to incrementally determine the shortest path¢b e the mesh by monitoring message flows. Without them, nodes
node in the mesh by comparing latencies across alterndie pan each level can monitor messages and could distinguish
to that node that share common subpaths. “waves” of measurement traffic, and use the index of the wave
The algorithm begins as follows. For each first hop relato determine which column it resides in the mesh. Introduicin
we compare all E2E paths that differ only in their first hoprandom number of dummy messages artificially inflates any
Because they share all links except the first hop, comparisgch estimate. We analyze this mechanism in Section IV.
their E2E latencies reveals the shortest first hop link te thi Algorithm 3 generates fixed suffix pathe.,g. (v1,4, R) in
relay. We use this to build a dictionary of shortest pathslito &igure 2, which are concatenated to a precomputed optimal
relays in the second column. Then for each relag column path and a link being evaluated. The resulttiend to end
3, we construck E2E paths by extending theshortest paths paths that, when compared, reveal the shortest path to thee no
for column 2 tor in column 3, and add a common suffixin question. Algorithm 4 implements the recursive function
path fromr to a receiver. Comparing E2E latencies of thessompute the best path starting from all sources. This &lyuori
paths reveals the shortest pathsrtoThis process recursescomputes the best path involving all nodes in each levelgusin
for all relays in column 3, and across columns. Thus aftérfformation computed from the previous recursive call. Whe
stepi, we have computed the shortest paths from the souiitderminates, it returns an optimal path for each of the
to all £ nodes in columni. Since the shortest path to anyreceivers.MeasurePath returns the round-trip-latency of a
node on thei + 1" column must contain a shortest path tgiven path, which is a cumulative measure of both link delays
columni, we only need to compare the relative latencies @nd processing delays at intermediate routers.
k possible candidates for each node. We provide formal proofOur algorithm assumes that the link latency and node
for optimality of this algorithm in Section IV. processing delays are stable during our mesh measurement

C. Minimizing Testdrive Probes



Algorithm 4 Recursive Search Function for Optimal Paths that a path from the source to the receiver must go through

< P, P, ..., P, >=Best Path(level g) exactly one node in each level.

1. if g==1then

2: fori=1toi<kdo Theorem 1. Let P =< vy, v, v3,..,v7, > be a resultant path

3 Mli, 5] =¥ between); andvy, from our dynamic programming algorithm,
4 b =F then P is optimal.

5. end for

6:  Return< Py, Py, ..., Pe >; Proof: A path P is the optimal path between and

7: end if v, if the cumulating delay incurred in going through nodes
8: < P1, P, ..., P, >= Best Pathg — 1); . - .

9 for i = 1104 < k do V2, V3, ...,vr,—1 IS the minimum compared to all the possible
10: for j=1t0j <k do paths in the mesh (i.ek” in total). Suppose there exists a
11: m;= MeasureP;o(v;, 41, v:,4)0 Horizontal Path(i, g, L)); path B =< wuj,ug,...,ur, ># P such thatDelay(B) <

12: endfor _ Delay(P), then there are three cases to analyze.

ﬁ S’W:[Z,'n?e:xlgsg'zj = m;ﬁji{.m“m?"“?mk}; First, P and B are completely disjoint, which meang

15 end for el Vel v; # u;. Note that we compare only pairs at the same level
16: for i = 1t04 < k do because, by construction, a path is defined as the concatenat
17: Py = M[i, g] of exactly one relay from each level in increasing order, i.e
18: end for fori = 1 to i = L. Because of the fact that these two

19: Retun< P, 1%, ..., P > paths are completely disjoint they will be compared before

the functionSource.OptimalPath() returns. This means that

P won the test of the minimal path on the last-but-one line in
phase. This assumption is not really restrictive, since OtHe Source.OptimalPath() function. Therefore, the hypothesis
algorithm runs in time polynomial to the mesh size (showmatpelay(g) < Delay(P) results an absurd.

in Section IV), and mesh sizes are quite small. Second, it is similar to the previous case, whBnand
B share an prefix on their paths, which means that on the
IV. ANALYTICAL RESULTS prefix they have the same delay. Also in this case, the paths

First, we will present formal analysis of the optimality of” and B will be compared on the last-but-one line of the
testdrive. We then bound the loss in anonymity using Ron®®urce.OptimaPath()function with the same previous result,
compared to Tor-like relay paths. Finally, we quantify ouwhich means we find the same contradiction aboutDeay

performance improvement over single relay paths. of P with respect toB.
o _ Third, P and B share a common suffix. Again, suppose that
A. Optimality of the Testdrive Output P is the optimal path returned from our algorithm, but there

We will first prove the optimality of paths produced byexists B such thatDelay(B) < Delay(P). Formally, when
testdrive, then quantify the cost of our approach in terniwo paths share a common suffix, it means that< i < L—1
of total messages generated to test paths in the mesh. $Heh thaw; = u; Vj fromi to L. Obviously, theDelay on this
algorithm constructs the optimal paths from the sourcasak suffix is exactly the same, and €eelay(prefiz of B) has to
to each node on the mesh incrementally level by level. The less thamDelay(prefiz of P) in order for Delay(B) <
paths are constructed at a level using the information coeapu Delay(P). Since the recursivBest Path(i) function ( for the
in the previous level. This recursive structure allows us 16vel i) compares the incoming paths, en = u; the test
formalize our problem as a dynamic programming algorithrhetweenDelay(prefiz of P) and Delay(prefiz of B) is
The optimal path, for each nodeat level L, is constructed Won from Delay(prefiz of P) because it is the optimal

using the following recursive formulation: and so Delay(prefiz of B) < Delay(prefiz of P) is
impossible. This concludes the proof. [ |
0, P (Li_flL):i(a;ndl Svi_ S)k’; Optimal Substructure. Here we show that the patl®
PiL) Pl(L_ 1) O(vl’L’l’U?’L)’ generated by our dynamic programming algorithm has the
' min{ 2ETbIREL L otherwise.  gptimal substructure property.

;’57 L—-1 —1, Vi
k( Jo (np-1,001) (1) Theorem2.LetP =< vy,vq,v3,..,v > be the path between

vy andwy, returned from our dynamic programming algorithm,
Using this recursive relation, we later prove that our dythen each prefix of> is an optimal pathvv; with 2 < i <
namic programming algorithnBest Path has the optimal L — 1.
substructure and overlapping subproblems propertiesselhe
properties are necessary to prove the optimality of the p
resulting from theBest Path algorithm.

Proof: Let P =< wy,v9,vs3,..,v7, > be the optimal
aﬁgth. Assume thal 2 < i < L —1 andd a pathA =<

uy,us, ..., u; > such that theDelay of A is the minimum for
Proof of Optimality.  To prove optimality, we need to showthe nodeu; andwv; = w;. In this setting,A is the optimal path
that in a mesh witlt L total nodes, testdrive produces the patfor the nodeu,; by assumption, and becausg = v; we can
with minimum delay amongd:” possible paths. To simplify construct a new patl =< w1, us, ..., u;, Vi1, .., vr, > Which

notation,v; indicates one of the nodes in tii& level. Note has Delay(B) = Delay(A) + Delay(suf fiz of P) that is



less or equal tdelay(P) because by assumptidbelay(A) that there is an asymmetry in the measurement phase that
is the minimum for the node,;. BecauseP is the optimal attackers can exploit to identify the source. During measur
path, the assumption about the optimality 4fis absurd — ments, a node in the second level (the level after the squrce)
which means thaDelay(A) > Delay(< v1,va,vs,..,v; >). sees packets from all its incoming links in one phase, then
This result confirms the existence of the optimal substngctun the next phase forwards traffic to all of its outgoing links
property. B However, the nodes in the other level see packets only from

Overlapping Subproblems. An indispensable characteristicthe horizontal link first, and see paCketS from other I_mksraf
1 few measurements. To avoid this asymmetry, we introduced

of an optimization problem solved using dynamic prograr‘rﬁ’l i . . . . .
ming that the optimal solutions to subproblems have to &andomTest()m testdrive, as described in Algorithm 2. This

reused over and over in order to generate the optimal suluti?rocedure sends an initial random numbef dummy packets

for bigger problems rom the source along each horizontal path before staréag r

The optimal path is constructed level by level and so whdfjeasurements. We have the following:

the algorithm computes the optimal paths for the nodes at leyemma 1. After the testdrive phase, a malicious relay node
i it reuses the optimal paths from each node at lével that i the second column (the column after the sources) can infer
have been computed using the optimal paths from each n@ggt it is in the second position in the mesh with probahility
at leveli — 2 and so on. Formallyy level i and for each ones _1__,
of the k¥ nodes in the level, the optimal paths are computedLEJH
using all thek optimal paths at level — 1. Proof: The testdrive mechanism tests the levels one
Because our algorithm reuses the previously computed sdRy- ©ne, and in each test levef messages are involved. A
tions for subproblems to find the solution to bigger problemgalicious node in the second level receiveandom messages
we are able to show the overlapping subproblem property. (iRdistinguishable from the test-path messages) and thisn |
addition, by using the recursive subproblem solution, wi& winvolved in the test phase. Because of these initial message
show later (see Theorem 3) that the final cost of this algarithd node in the second level can only guess that it can be in

is polynomial in the input size (of the mesh). any position between the second &rd| + 1) level in the
ifving the C ¢ dri q q q mesh. As a result, the probability with which it can guess to
Quantifying the Costs of Testdrive. In order to understan be a member of the second level is On|3 §:J1+1. -
k

the measurement overhead due to testdrive mechanism, we
. . . hus, the more the random messages sent, the lower the
quantify the amount of traffic introduced, in terms of the

number of messages sent, during the testdrive phase to #j’ﬁ8bab"'t¥ with which a malicious node can guess Its posit

. is possible that two or more attackers are in the mesh,
the optimal path. . .

collude by counting the number of messages they receive and

Theorem 3. The number of messages sent during the testdriderive their relative position in the mesh based on this toun
phase isO(k2L?). This helps the attackers perform predecessor attack faster
However, this attack is valid only when the path length is
ﬁxed. The source node can easily build meshes of different
lengths and avoid this attack.

Proof: The algorithm tests each level once. To test
level, the algorithm has to test> edges. The paths going
through these edges produce a totalkdfL — 1) messages.
This must be repeated for each level, producing a total naminonymity Lost Under Predecessor Attack.Next, we quan-
of messages equal {d —1)k?(L—1), which is asymptotically tify the anonymity of the mesh whea colluding attackers
O(K*L?). B perform the predecessor attack. We compare the anonymity

In real systemsk and L are very small L = 3 in Tor [3]). of the mesh both with Tor-like paths, and the case where a
Considering that this is a one-time up-front cost that imps0  source exploreg” disjoint paths (the same number of paths
the performance for an entire round, this overhead seents qsupported by Rome).
reasonable. Next, we will quantify the loss in anonymitynfro  In Tor-like paths, the probability to compromise just th@tw
mesh-based probing. nodes directly in contact with the source and the receiber, t
B. Anonymity of the Mesh source’s successor and the receiver’s predecessor, has bee

' o _shown to be(%)? [21], [22]. To analyze the amount of

Anonymous paths use relay to protect endpoint 'de”“t'%ﬁonymiw thate colluding attackers can gain in an mesh-
from attackers. Previous wor_k has shown that rebu_ilding:pgtbased path, we need to figure out which are the positions
between the same end-points makes the flow increasinghyt the attackers should compromise in order to log thet righ
vulnerable to passive anonymity attacks [21], [22]. information about the endpoints. We do this in the next lemma

Attacks to Identify the Position of Relay Nodes.Attackers Lemma 2. In each round, colluding malicious nodes can

are interesting in knowing their position in the path. T_h't?ompromise position in which they are able to log the right
knowledge enables attackers to launch attacks such asgtim Wurce and receiver with probabilityt: — (1 — (-<)2)k+1
& .

attacks, and simplify the execution of predecessor attacks
Hence, we need to guarantee that malicious nodes cannot Proof: Each node in the column immediately after the
recognize their position on the mesh by counting messagesources see all the sources. In a standard anonymous system,

During testdrive phase, the source sends measurement pacler to perform a successful predecessor attack the attack
ets along different paths. Careful analysisBafst Path shows have to control the first position after the source and the



. . TABLE |
last before the receiver. In these systems in each round th@fsyvproricaL BOUNDS TO ATTACK DIFFERENT ANONYMOUS SYSTEMS

is only one path between source and receiver, and so the

probability that the attackers are in the right positionégs?, Strategies Rounds to attack W.H.P
as proven in [21], [22]. The mesh involves more nodes and Tor-like paths O((%)Qloge N)
gives more opportunity to the attackers to Iog.the source and | Mesh-based paths O(N%Hi\f(";i&)m log, N)
the receiver. The mesh structure allows malicious nodes to P AT

attack the mesh using+ 1 different configurations % cases k™ disjoint paths O(—Nsz_(Nz_cz)kL log, N)

when the successor of a source it row colludes with
a predecessor of a receiver in the saifle row, and one

case when the successor of the source and the predecegfapem 5. The end-points of an anonymous communication
of the receiver on the optimal path collude. Formally, tgystem using:“ disjoint paths between them in each round,

perform a successful predecessor attack, the malicioussnogy \ e discovered by colluding malicious nodes performing
must compromise at least one of the following pairs of relg N2kE log, N') rounds
0og. .

nodes:v 1 <= i <= k v;2 and v; —1 or the successor t¥1e predecessor attack m(m

of the source and the predecessor of the receiver on therhjs proof follows the same scheme as Theorem 4, and so

optimal path. The total probability of this happening can bge omit it. We summarize in the Table | results comparing the

expressed asy ' (FT1)((£)2)i(1— (£))F11 = 1 - vulnerability of three different approaches to the predsoe

FIN(£))°1 = (£)H)F ! =1— (1= (£)?)++L B attack: the standard Tor-like single path, Rome, andithe
Now that we know the probability that the attackers can ladjsjoint paths.

the right source and the receiver in a given round, we need s - o
to next prove the number of rounds the attackers have to |§g Quantifying the Probability of Finding a Fast Path

information in order to guess the right source and receiverVe wish now to analytically quantify the performance
with high probability. impact gained by using route meshes in Rome. Specifically, we
will model a heterogeneous network and compare analyyicall
Theorem 4. The end-points of the mesh-based anonyhe probabilistic performance of Rome paths against both
mous communication path can be discoveredcbgollud- randomly chosen Tor-like paths and selecting an optimal pat
ing malicious nodes, performing the predecessor attack, fifom k* disjoint random paths. We assign to each node in the
O(]\,Zk”i\f(J\,ch)k+1 log, N)) rounds, with high probability. network a unique number that represents the delay that a node

. L rings into a path when it is added to an anonymous path.
Proof: The predecessor attack logs information in each . : : .
is delay is a cumulative measure that represents multiple

r%L;ri]t(ijc;nTr?aes %rggr?b"rlgségg dt?: tsgaf:r?]r;aarze I'_r;ttgebggtlﬁéctors such as CPU processing delay for crypto operations

2 ent that the maI'Fc)'o < nodes control the reia nodes tr? d local network 1/0O processing delay. This delay measure

v : Iclous node ) Y 1 continuous, and we can use it to order all network nodes
logs the right source-receiver information. b - e .

) _ y their “quality.” We also assume that the network contains

Let X, Xy, ..., X7 be T random variables such that: a number of links, each characterized by a link latency. For

1, if the event A is true during the i-th round L : . . )
X, = simplicity, we assume each node is associated with a link tha

0, otherwise. .
Let p; be the probability thatX; = 1, in our case represents its access network. -
pi = PlA is true during i — th rounf] and lety = We model a path as a combination of nodes and their links.
E[X] = Z?:_ol pi. By Chernoff bound [11] we have Because of the random selection (_)f npdes, every couple of
(5)2 ) nodes can be chosen as consecutive in the anonymous path
PN(29502< nglrl_ 0)p) < e = . In particular,p; = 1 — and so a link between each possible couple of nodes can be
(F%==)"" andé = 1/2 we have: selected. Finally, we can see a path as a chain of elements
T-1 N2 2 N2 _ 2 “node-link-node”. In this setting there arg(N — 1)* “node-
= Z 1— (%)kﬂ =(1- (7_2 ¢ yHOT link-node” segments in the network that can be used to form
i=0 N N the anonymous path. Each of these haseaghtthat is the
and so L DX <O-0w = o not consider the delay of the frs node 1o avoid duplcate
P (X <1/20 - (ME)T) 2y y
( NZ delays when we combine elements to form a path. We can

6*1/8((1*(%)M)T). This probability is < 4 iff. sort theseN (N — 1) segments by their weighte. from the
T > S(NzkusjSZ ~——)log, N. We can see that with fastest segment Fo the slowest. _
(NZ—c?) We now examine our three approaches to path formation,

ity N=1
probability = the number of rounds used from the attacke%snd for each, present results that compute the probability o

. N2k+2 X . . :

isT =0 (Nzk+z_(N2_cz)k+1 log, N)- B puilding a path that is composed of segments belonging to the
As discussed in Section lll-A, our mesh provides dif- top x segments sort_ed by lowest segment weight. We quickly

ferent paths, but only usegsL different nodes. This limited present the results in sequence, then compare them.

number of nodes limits the search space for possible paths _ _ _ _

. . . . We considerN (N — 1) items instead ofN? because we do not admit
but helps maintain anonymity against passive attackergieas self-loop, which means, in our case, twice the same nodeeisdime path in
now show. consecutive position.




Tor-like paths. Let Q be the set of tuples of segments of ! ‘ -

size L — 1 from a population ofV (N — 1) segments. We will 08 / /

select L — 1 disjoint segments fromV(N — 1). Therefore: 06 |

Q= {(n1,n2,...,np—1) : 1 <n; < NN —1) and ny # 04t /.! ,»’"/

ng # .. #nL_1} 02l o K- Disjoint
Let = be a portion of segments from thg(N — 1) with

the lowest “weight.”

P[AX)]
"~

0 ) _ Tor-like
0 2000 4000 6000 8000 10000
X Elements Sorted in Increasing Weight

.

Claim 1. Let A be the event that a Tor-like system selects@g. 3. Comparison of the different strategies with= 3, k = 2.
path within the best: elements of the space, with— 1 <
x < N(N — 1), then the probability of4 is:

( - ) Obviously it has to hold:
PA:L eAk2(L— z\ (N(N—1)—=x
4] (VD) MY (i)(k2((L—l))—i)
S RART )T
] ) Z (N(Nfl))
The key result is that as paths grow longer (highgrP|[A] i=0Vk2(L—1)+z—N(N—1) k2(L—1)
decreases, since the chance of choosing a poor (high weight)Figure 3 we compare the three strategies using typical
segment Increases. values forL and k (these results are representative of those
Disjoint Paths. In the case that we select the bes:f\chleved using different parameter values). Clearly Rome

ipproximates the ideal gain from searchirfg disjoint paths,

out of k¥ random disjoint paths, we can use the hypei'?1 d sianificantl terf the sinl th hin T
geometric distribution to model our problem and c:ompuf%n significantly outperforms the single path approach in 1o

the desired probability. The selection &f paths with no

repetitions means choosing a set of tuples which size is V. EVALUATION

(L — 1)k from a population of N(N — 1) segmentsQ) = We now present measurement results from a prototype of

{(n1,n2,.;np_1pe) @ 1 < my < N(N —1) and ny # Rome running on the PlanetLab Internet testbed.

ng # . # N(L_1)kL } Setup. We installed our software on 241 different PlanetLab
Let = again be the group of elements with lowest weighhachines across the world, and ran our experiments for over

among theN (N — 1) total segments. five days. This distributed network of shared machines tjose

matches conditions on the public Tor network reported by
a recent measurement study [10]. Using this testbed, we
ran experiments for the Rome algorithm, a Tor-like path
construction algorithm, and for optimal path selectionniro
kL random disjoint paths. latency.

Claim 2. Let B be the event that at least one of the paths
performs within the best elements. Let consider for simplicity
P[C]=1-P[B]with (L-2) <2 < N(N—1)—(L—-1)k"
then the probability o is:

EF () (YT Implementation. We implemented the Rome algorithm, and

PlC]=1~ Z (N(Nfl)) a simplified version of the Onion Router in Python. For each
i=(L-1)kt—(L-2) (L-1)kE datapoint, a source node selected a “best path” according
Obviously it has to hold: to each path formation approach, then measured its end-
to-end latency via repeated probes (averaging results of 5
ank"(L=1) () (g}é\z‘_ll))‘_f) probes). Each plot of the mesh and the Onion routing paths

Z Ny 1 in the following graphs is from 1000 such constructions, for

i=0VkL(L—1)+2z—N(N-1) (kL(L—l)) every combination of parameters. Plots /df disjoint paths

The key result here is that increasikgincreases the searchare from a subset of 15K disjoint onion path construction
space and produces higher probability of a high-qualith patnéasurements.

Mesh Paths. In route meshes, we are buildig: paths Metrics.  In the graphs that follow, we plot the cumulative

using onlyk2(L — 1) segments from the same population ofiistribution of the delays measured in our experiments. The
N(N—1) total elements. The selection Bt(ZL—1) items with x-axis shows the actual delay values, while the y-axis shows
no repetitions produceﬁ = {1,z )+ 1< the percentage of paths that have latency less than or egual t

ni < N(N —1) and ny # na # .. # n(p_1ye} the corresponding latency on the x-axis.

] Onion Routing Performance. As expected, we observed
Claim 3. Let D be the event that at least one of thé_paths_ in our measurements that the latencies of the Onion routing
performs Wlthlﬂthe_ best elements. Let consider for simplicitys,, larger lengths degrade significantly. For example, im ou
PIE] =1- P[D]_ ‘_’V'th (L._ 2) <z < N(N-1)—(L-1)k measurements, fab = 3 nearly 70% of the paths stay under
then the probability off’ is: a latency of 1 second, while the latency of only around 40%

(L—1)k? ((L 1@)k2 Z) (N(N—_l)—ac) of the paths stay under 1 second when the gath 6.

P[D]=1-— > .

(N(N,l)) Mesh Performance. Figure 4 shows the latencies from
i=(L-1)k?—(L-2) (L—1)k? mesh-based paths fdr = 3, ask increases from 2 to 4. We
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Fig. 4. Comparison of the Mesh-based anBlig. 5. Comparison of Tor-like and Mi&(* Fig. 6. Comparison of Mesh-based and
Tor-like path latencies fof. = 3 and different disjoint) path latencies fol, = 3 and dif- Min(k disjoint) path latencies fod. = 3
values ofk. All legends sorted in the order offerent values ofc. All legends sorted in theand different values of. All legends sorted
plots. order of plots. in the order of plots.

also plot the Onion routing latencies fér= 3 for reference. performance on Tor [17]. Finally, there are more powerful
In all cases, nearly 90% of the mesh paths stay under 1 secand general timing analysis attacks that assume activekatts
delay, while only around 70% of the onion paths stay und#rat can compromise flows by inserting watermarks or steppin
1 second for, = 3 (and only 40% forL, = 4). We can notice stones into flow, and analyzing traffic characteristics & th
that increasing: in the mesh improves the performance, budestination [18], [19], [20]. While powerful, these attackre
the performance improvement diminishes for larger valdes difficult to perform in practice.

k. We ran our experiments for larger values/gfand observed

similar improvements. However, we noticed that Onion nogiti VIl. CONCLUSIONS ANDONGOING WORK
performance degrades significantly for larger We do not

present the graphs for largérfor space reasons. This paper proposes Rome, a user-managed approach to

tuning tradeoffs between performance and anonymity for
Performance o™ Disjoint Onion Paths.  Figure 5 com- chaum-MIX anonymous protocols. We show that together
pares the performance bf disjoint Onion paths with a single with the testdrive algorithm, route meshes provide efficien
Onion path’s performance. We see thit is significantly search for optimal paths using only end-to-end performance
better, and that the performance improves with increasken tneasurements. Even small meshies2(or 4) have a dramatic
value of%, just like the performance of mesh. effect on reducing end-to-end latency in our wide-areastest
Comparing k- Disjoint Onion Paths with a Mesh Path.Finally, our analysis shows that this dramatic increase in
Figure 6 compares the performance:éfdisjoint Onion paths Performance comes at a very low cost in anonymity.
with a single mesh for the same valuesko&nd L. The main ~ We are currently investigating several interesting exterss
point to take away from the graph is this: the performance oft@ route meshes. First, testdrive can be easily extendeuilth b
single mesh is almost close to the performancé’ofdisjoint Node-disjoint optimal backup paths along with optimal sath
Onion paths for samé and L. In fact, for nearly 80% of the With no additional measurement costs. Second, we are Bctive
paths, the performance of the mesh is slightly better than tftodifying Tor source code to evaluate Rome on the public Tor
performance of:” paths. This is a huge advantage of the medietwork. When completed, source code for Rome extensions
considering the amount of traffic generated to teStpaths to Tor will be made publicly available.
and the loss in anonymity encountered in the process. The
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