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ABSTRACT through better performance, customized user interface fea
Online services are increasingly dependent on user partici tures, or better targeted ads. Take for example the LinkedIn
pation. Whether it's online social networks or crowdsourc- social network. LinkedIn is used by different types of users
ing services, understanding user behavior is important yetranging from students not yet on the job market, happily
challenging. In this paper, we build an unsupervised sys- employed professionals, professionals seeking new pasiti
tem to capture dominating user behaviors from clickstream and recruiters. Each user type uses the service differemitly
data (traces of users’ click events), and visualize the de- yet rarely identifies their usage type explicitly in theipfile
tected behaviors in an intuitive manner. Our system idestifi  data or elsewhere.

“clusters” of similar users by partitioning a similarityagph
(nodes are users; edges are weighted by clickstream similar
ity). The partitioning process leveragésy ative feature prun-

ing to capture the natural hierarchy within user clusters and
produce intuitive features for visualizing and understagd
captured user behaviors. For evaluation, we present aade st
ies on two large-scale clickstream traces (142 million &sjen
from real social networks. Our system effectively idengifie
previously unknown behavior&.g., dormant users, hostile
chatters. Also, our user study shows people can easilyinter
pret identified behaviors using our visualization tool.

The intuitive solution is to survey users on how they usedhes
systems through well-designed user stud&84]. Unfortu-
nately, this approach is limited by three factors. First; de
tailed user studies are limited in scale because of thaiifsig
icant cost to conduct and analyze. Studies sacrifice scale fo
depth on a small sample of the user population. Second, users
may not be willing or able to self-identify into differenters
categories. Finally, user surveys rely on known questions o
hypotheses. Unknown or new user behaviors cannot be antic-
ipated in these studies.

These issues can be addressed by a data-driven approach
ACM Classification Keywords to understanding user behavior. With improving data min-
H.5.0 Information Interfaces and Presentation (e.g., HCI) ing tools, today's online services collect all traces ofruse
General; J.4 Computer Applications: Social and Behavioral activity to produceclickstreams, sequences of timestamped
Sciences; K.6.5 Management of Computing and Information events generated by user actions. For web-based services,

Systems: Security and Protection these mightinclude detailed HTTP requests. For mobile,apps
clickstreams can include everything from button clickdijrte
Author Keywords ger swipes and text or voice input. Compared to user studies,
Clickstream Analysis; User Behavioral Model; Visualipeti clickstream analysis can scale to large user populatides;i
tify behaviors without user assistance, and identify presiy
INTRODUCTION unknown behaviors.
The next generation of Internet services is driven by user pa . . . o :
ticipation. Whether it's online social networks, online iesv Yet identifying common user behaviors in clickstreams is

services (Yelp, TripAdvisor), content sharing commuisitie ye(rjy chgl}!engin%. Early works on clicks:]re"amsh_are "ml:;
(Reddit) or crowdsourcing systems (Amazon Turk, TaskRab- 'l€0, and focused on users' “navigation paths” within a web-

bit), their functionalities rely on active and well-behdveser site [10, 23, 27], or use 'V'afko" _Chaln models to predict pop-
participation ular webpagesl, 21]. To identify user behaviors today, we
need a sophisticated clickstream analysis system thatsmeet
Yet for these and many other systems, understanding user bethree requirementssirst, it must scale and function well on
havior is a complex and difficult challenge. In systems with large, noisy clickstream datase®econd, the system should
millions of users, how can system builders understand the be able to capture previously unknown user behai@rcap-
factors that drive each user’s behavior? Understanding suc ture behavior without categories or labels defined a priori.
factors can dramatically improve a user’s experiencegeeith  This is critical, because users often utilize popular smwin
unexpected ways, and adapting to these behaviors can deter-
mine the long-term viability of a servic&inally, the system
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In this paper, we present the design and evaluation of a prac-® We propose a novel unsupervised method to model on-

tical and scalable clickstream tool for user behavior esialy
At a high level, our system uses similarity metrics between

line user behaviors. By building and partitioning a click-
stream similarity graph, we capture the detailed user be-

clickstreams to build similarity graphs that capture behav havior models as hierarchical clusters in the graph. In ad-

ioral patterns between users. Edges capture similarity dis  dition, our tool automatically produces intuitive featsite
tance between clickstreams of users, and clusters represen ntérpret the meaning of the behavioral clusters.

user groups with similar behavior. We use a hierarchica-clu ® We perform real-world case studies on two large-scale
tering approach to detect the most popular behavior pattern clickstream traces (142 million click events in total). We
and use aiiterative feature pruning technique to remove the ~ demonstrate that our tool can effectively help service
influence of dominating features from each subsequent layer ~Pproviders to identify unexpected user behaviors (maligiou
of clusters. The result is a hierarchy of behavioral clsster ~ accounts in Renren, hostile chatters in Whisper) and even
where higher-level clusters represent more general user be predict users’ future actions (dormant users in Whisper).
havior patterns, and lower-level clusters further idesnig e Finally, we perform benchmark evaluations on our tool.
smaller groups that differ in key behavioral patterns. We ca  The results show that the algorithm-generated cluster la-
further use Chi-square statistics to identify statistfeatures bels are easy to understand, and our tool produces highly
that can be used to categorize and label behavior clusters. accurate user behavioral models.

Our system provides an easy way for service providers to

analyze and understand groups and patterns in user behavRELATED WORK

ior. First, the hierarchy of behavior clusters presentsma-co  User Behavior Modeling in Online Services.  Understand-
pressed view of the most dominant user behavior patterns. Ining user behavior is important to the design and operation
addition, because our approach does not rely on prior knowl- of online services. Recent works analyze network traffic to
edge of categories or labels, it is able to capture any behavi understand online users’ browsing habitsl]. Researchers
patterns, both known and unknown. Finally, we integrate an also built more specific user behavioral models to studysiuser
interactive visualization tool to help service providers to ex-  search intent]9] and Wikipedia editing patterngT, to pre-
amine the clustering results in real time. dict crowdsourcing worker performanc2(], and to detect

To demonstrate the effectiveness of our system, we performrn"leICIOUS accounts in online social networs)]

case studies using two large-scale, real-world clickstrea Clickstream Analysis.  Earlier research used clickstream
datasets. One clickstream captures 135 million smartphonedata for Web Usage Minin@B]. Researchers applied simple
app events from 100K users on Whisper, a popular anony- methods such as Markov Chains to capture users’ navigation
mous social network app. A second dataset comes from Renpaths within a website2] 15,21]. However, these models fo-
ren (China’'s Facebook) and contains 7 million click events cys on the simple aspects of user behawéay (user’s favorite
from 16K normal and malicious users. Our tool produces webpage), and are incapable of modeling more sophisticated
user behavioral models and reveals key insights about users;ser behavior. Other approaches use clustering techniques
on both networks. First, we identify patterns that captife d  to identify user groups that share similar clickstreamvacti
ferent levels of “dormant users” on Whisper, and effectively ties [8,25,27,29]. The resulting clusters can be used to infer
pl’ediCt dormant users based on nelghborlng behaViOl’_ClUS-user interestsqﬂ or predict future user behaviors][ How-

ters. Second, we study user blocking behavior on Whisper ever, existing clustering based models are largely sugedvi
and show that much of the blocking behavior is bidirectional  (or semi-supervised), requiring large samples of grountht
often following private message sessions, and is often cor-data to train or fine-tune the model paramet&@s 27, 29].
related with sexually suggestive messages (sexting). ®n ou Also, many behavioral models are built as “black boxes” for
Renren dataset, our system not only accurately identifies fa  classification tasks, offering little explanations on hosers
accounts with 95% accuracy, but also reveals subgroups thabehave and whyg,29]. Our work seeks to build unsupervised

utilize different attack strategies. For example, we idgnt  clickstream behavioral models and produce intuitive expla
attacker subgroups that try to emulate normal users by-inten tions on the models.

tionally slowing down their attack speed to avoid detection

) . Clickstream Visualization. Researchers have developed
Finally, we evaluate our tool on two key benchmarks: First, jnteractive interfaces to visualize and inspect clickstne
we evaluate whether the algorithm-generated behaviarsd ¢l gata. Existing tools generally focus on visualizing rawruse
ter are easy to understand with a controlled user study. We Ie cjicks [16], click event sequences§| or click transitions
participants summarize the corresponding user behawiors i [32]. |nstead, we build a tool to visualize the clickstream

a given cluster by examining cluster features. We find that pehavioral clusters produced by our system, providingshint
most participants can interpret the semantic meaning of thefoy understanding key user behavior patterns.
user behavior and their summaries reach a high levebiof

sistency. Second, we evaluate the clustering quality produced

by our algorithm, in comparison to existing clustering meth CLICKSTREAM DATASETS

ods e.g., K-means). Results show that our approach reachesIn this work, we seek to build a clickstream tool for user be-
a higheraccuracy in detecting and grouping similar users. havioral modeling in online services. To provide context, w
first describe the clickstream datasets used in our study. We

Our paper makes three key contributions. obtained server-side clickstream data from two largeescal



Dataset Time # of Users | # of Events Events Initiated

Whisper Oct.13-Nov.26 2014 99,990 | 135,208,159 Category | EventType #(K) % | ByUser?
Renren-Normal| Mar.31-Apr.30 2011| 5,998 5,856,941 Browsin View whisper 52437 38| Yes
Renren-Sybil Feb.28-Apr.30 2011| 9,994 1,008,031 g V!ew popular feed 16008 12| Yes
Table 1. Clickstream datasets from Whisper and Renren. View nearby feed 5354 4 | Yes
View latest feed 2346 2 | Yes
online social networks: Whisper and Renren. In the fol- | :_’:)e"i"n"ther feed 12894 112 zgz
lowing, we introduce the two online social networks and the He%rt Whisper 5156 2 | Ves
qlickstream Qatasets. Note tha}t we _h_ave taken car_efulpreca Posting Upload image 1325 1 | Yes
tions to avoid any personally identifiable information inrou Create whisper 1308 1 | Yes
datasets, and our study has been approved by our local IRB Chat BFinE blocked ri1n chat 2371 g No
_ _VA.- _ atting Block user in chat 71 Yes
under protocol #COMS-ZH-YA-010-6N. Stort a chat 9238 2 | Yes
. Notification Receive notification 9680 7 | No
Whisper Whisper recommendation 2530 2 | No

Whisperl is a popular smartphone app for anonymous socialtable 2. Event types in the Whisper dataset. # of click eventare pre-
messaging. It allows users to share confessions and secretsented in thousands. Events that arec1% are omitted for brevity.
under anonymous nicknames without worrying about pri-

vacy [6,30]. As of April 2015, Whisper has reached 10 mil- | Category | Event Type g%ﬁ')' E";O”ts ;“(’{(r)“a' ';:’ems
lion users. Unlike traditional social networks, Whisper sloe Send request 17 41 16 0
not maintain user profiles or social connections. Its kegfun Friending | Acceptinvitation | 20 2 13 0
tion is messaging: the app overlays a user’s short text gessa Invite from guide | 16 2 0 0
on top of a background picture selected by keywords. The re- | photo x!s!: pn)oto ggz 54 ;‘g‘032 ZG
sultingwhisper message is posted to the public siream where | ISt album

. . " rofile Visit profiles 160 16 | 214 4
other users can read, reply or hga_trt (I|k<_a) it. In add|t.|c_m=q t Sharing Share content 57 3 558 4
app provides a chat feature to facilitate direct commuigoat Message | Send M 20 2 99 2
Any user can start a private chat with the whisper author. Fi- [ Blog Visit/reply blog 12 1 103 2
nally, users browse whispers from several public lists. Notification | Check notification| 8 1 136 2

. . . . Table 3. Event types in the Renren dataset. # of click eventsa pre-
We collect detailed clickstream data from Whisper in col- sented in thousands for Normal and Sybil users. Events with<1% of

laboration with Whisper’s Data Science team. The dataset clicks are omitted for brevity. All of the events are user-iritiated events.
contains 136 million click events from 99,990 users over

45 days in 2014 (Tabld). Users were randomly selected the most prevalent events are related to content consumptio
from the Whisper user population as a representative sam-such as viewing whispers. Interestingly, under the chattin
ple. Each click event is characterized by userID, times- category, the most prevalent events are “blocking userd” an
tamp, event type and event parameter. The userlD in our“peing-blocked” by others. Intuitively, anonymous enviro
dataset (including Renren data) is globally unique and hasment is more likely to foster abusive behavioegy( bully-

been fully anonymized to protect user privacy. We obtained ing) [26]. Later, we investigate this behavior in greater details
userlDs from each company through internal collaborators. ysing behavioral models.

The Whisper dataset contains 33 types of events that can be . ) )
grouped into 6 categories. These categories are: Our dataset also contains the content of the public whispers

(about 1 million) posted by these users. This content data
e Browsing: Browsing whispers, visiting the public whisper s not used to construct clickstreams, but used to undetstan
feeds (popular/nearby/latest list). specific user behavior and user intent later in our analysis.
e Account: Creating a user account and login the app.
e Posting: Posting original whispers and replies, heart- Renren _ _ _ _

whisper to a topic. with 223 million users as of December 2014. Renren offers
e Chatting: Initiating a chat, blocking other users in a chat, Similar functionalities as Facebook, allowing users tormai
and being blocked in a chat. tain a personal profile and build social connections. Users

can post status updates, write blog entries, share phatds, a
interact with other users’ conterg.g., liking and comment-
ing). The key difference between Renren and Facebook is
Renren’s “footprint” feature, which allows users to see who
have recently visited their profiles.

¢ Notification: Receiving notifications about hearts/replies
on their whispers, and whisper recommendations.

e Spam: Whisper being examined or deleted by system ad-
mins, flagging other people’ whispers. Events in this cate-
gory are all below 1% (omitted from Tab®.

Our Renren dataset contains 5998 normal users and their

Among the 33 event types, 25 are user-initiated events cor-clickstream traces over two months in 2011 (Tab)e In

responding to the user performing an action on the agp, ( addition, it also includes 9994 Sybil accountse( mali-

“posting a whisper”). The rest 8 events are system eventscious accounts suspended by Renren), which can serve as

which don't require user actione., “receiving notifica- the “ground-truth” data to evaluate our system. There are 55

tions”). Table2 shows the most popular events and the abso- types of events in our Renren dataset that can be grouped into

lute number (in thousands) and the percent of clicks. Oleral 8 primary categories. These categories are:



Friending: Sending friend requests, accepting or denying
those requests, and un-friending.

Photo: Uploading photos, organizing albums, tagging
friends, browsing photos, and writing comments.

Profile: Browsing user profiles. Profiles on Renren can
be browsed by anyone, but the displayed information is re-
stricted by the owner’s privacy settings.

Sharing: Users posting URLSs linking to videos, blogs or
photos in/outside Renren.

Message:Status updates and instant-messages.

Blog: Reading/writing blogs, and commenting.
Notification: Users actively clicking on the notifications.
Like: Users liking (or unliking) content.

Unlike Whisper, Renren traces do not contain any system

events such as “receiving notifications.” All events aré-ini
ated by users. Tabldisplays the most popular events. Note
that the percentages for click events are calculated foilsSyb
and normal users separately., each “%” column sums to
100%. We find Sybils and normal users behave differently.
Normal users spend most of their clicks on viewing photos
(76%), albums (6%), and sharing (4%). In contrast, Sybils

are skewed to making friend requests (41%), viewing photos

(24%), and browsing profiles (16%). Later we will analyze
specific Sybil attack strategies using behavioral models.

UNSUPERVISED USER BEHAVIOR MODELING
In this section, we describe our unsupervised method ta buil
user behavior models from clickstream data. At the high
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Figure 1. Hierarchy of the behavioral clusters.
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Figure 2. Discretizing two sample clickstreams into eventejuences.

Clickstream and Similarity Graph

Formatting User Clickstream. For each user, we gather
all her click events to form a single clickstream. 1t is a
sequence of discrete events sorted by the order of arrival,
capturing both differentevent types in the stream and the
magnitude oftime gaps between them. For example, take
the clickstreams in Figurg: A(t,)B(t2)C(t3)A(t4)B and
C(ts)C(t7)C(ts)D(tg)A whereA, B, C, D are event types,
andt; is the time interval between thg, and (i + 1)
event. To make time gaps discrete, we replace precise time
gap values with discrete identifiers that represent a range

level, our system assumes that human behavior naturallyf time gap,i.e, a “bucket’. For our system, we map the

forms clusters. Despite users’ differences in persoealdind
habits, their behavioral patterns within a given serviaenca
be entirely disparate. Our goal is to identify such natulz-c
ters as behavioral models. In addition, user behavior élik
multi-dimensional. We expect user clusters to fall intoesetr
hierarchy instead of a one-dimensional structure (Fidire

In this hierarchy, most prominent features are used to placeClickstream Smilarity Graph.

users into high-level categories while less significantfiess
characterize detailed sub-structures.

To these ends, we design an algorithm to captures hierarchi
cal clickstream clusters witherative feature pruning. At a

high level, we map users into a similarity graph where nodes

time gap into the following five discrete time buckets:
1s, [1s, 1min], (1min, 1], (1h, 1day], > 1day, represented
by g1, g2, 93, g4 andgs, respectively. The above two click-
streams are further discretized A4g1)B(g2)C(g91)A(g1) B
andC'(g1)C(g1)C(g91)D(g2)A.

Our clustering algorithm

is based orsimilarity graph, where each node is a user and
edges are weighted on similarity between two users’ click-
streams 29]. We identify behavioral clusters by partitioning
the similarity graph. To do so, we need a metric to measure
the similarity (or distance) between any two clickstreams.

are users and edges are weighed on the similarity betweerOur method is to extract subsequences from the clickstreams

user clickstreams. We partition the similarity graph tonide
tify clusters of users with similar clickstream activitie$o
capture the hierarchical structure, we recursively partit
newly generated clusters, whipeuning the feature set used
to measure clickstream similarity. Intuitively, by iddgitng
and pruning dominating features in higher-level clustess,

as features to compare similarity. More specifically, we for
malize a clickstream as a sequente= (s153...8;...8n),
where s; is the i element in the sequence (either a click
event or time gap event) andis the total number of events
in the sequence. We defifg, as the set of all possible-
grams § consecutive elements) in sequerstel, (S) = {k-

allow the secondary features to manifest and discover moregram|k-gram = (sjs;11...8j45-1),j € [1,n+1—k]}. To

fine-grained subclusters. Also, the pruned features are in-

dicative of why this cluster is formed, which can help segvic
providers to understand the behavioral model.

In the following, we first introduce the notion of clickstraa
and similarity graph. Then we describe the feature-pruning
algorithm to identify clusters in the similarity graph. Blly,

we build a visualization tool to help service providers exam
ine and understand behavioral clusters.

compute the distance between two sequences, we consider
both the commork-grams in the two sequences and their
count. For Sy, Sy and a choselk, we first compute the set

of all possiblek-grams from both a§" = T}, (51) U 1) (S2).

Next, we count the normalized frequency of edelgrams

1We use uneven bucket sizes to handle the “long tail” distidiouof time
gaps between clicks. In our dataset, the majority of time gepstort (e.g.
minutes) while long gaps (e.g. days) are rare.



within each sequence(l = 1,2) as arraylc;1, ¢z, -, Cin) The key step of feature pruning is finding the primary feaure
wheren = |T'|. Finally, their distance is computed as the nor- responsible for forming the parent cluster. We select featu
malizedPolar Distance between the two array$?(S1, S2) = based on Chi-square statistiog’] [33], a classic metric to

1 o1 Dojc1i%e; measure feature’s discriminative power in separating itiata

w €08 Vi (er)2x /307 (e25)2 " The value ranges from stances of different classes. Forg given clusggr, Clg,] we

0 to 1, and small distance indicates high similarity between measure the? score for each feature based the distribution
two clickstreams. We choose Polar distance over other al-of users inC; and those outsid€;. We sort and select the top
ternatives €9., Euclidean distance) because Polar distance is features with the highest® scores. Our empirical data shows
more suitable to handle highly sparse vectors: it compagest 2 distribution usually exhibits “long-tail” property — only
“directionality” of the vectors rather than “magnitudet’]]. a small number of dominating features have highscores.

We setk = 5 for our system, after testing differets from We automatigally S.EIGC.t top fgat.”re.s by identifying the ete
1to 10. We find larger K values do not give us benefits PCINt (Or turning point) in thec* distribution 2].

(e.g., Sybil detection accuracy reaches diminishing returns af- ynderstanding the Behavioral Clusters. We can infer the

ter K= 5). Intuitively, large K's will capture long sequences meaning of the clusters based on the selected featuregydurin
that are unlikely to repeat as a pattern. Also, the number of feature pruning phase. A feature is selected because users i
features (and associated computational costs) increaes e  this cluster are distinct from users outside the clustethis t

nentially with K. particular feature dimension. Thus it can serve as explana-
) . . tions for why a cluster has formed and which user behaviors
Feature Pruning based Clickstream Clustering the cluster encompasses. Later we construct a visualizatio

A similarity graph dominated by very few features gives lit- too] to help service providers interpret behavioral cleste
tle insight on subtle differences between users. The gener-

ated clusters may only describe the broadest user categorie Determining the Number of Subclusters. For each par-
while interesting and detailed behavioral patterns reraln ent cluster (and its similarity graph), our system idersiftee
den. We recognize that similarity graph has the capabitity t natural number of subclusters within. To do so, we moni-
capture user behavior at different levels of granularitye W tor the changes of the overalustering quality while contin-
implementiterative feature pruning as a means of identifying ~ uously partitioning the graph to more subclusters. We stop
fine-grained behavioral clusters within existing clusteirsd when generating more subclusters will no longer improve the
recursively partitioning the similarity graph. In the folting, clustering quality. The metric to assess clustering ayiait
we first introduce the key steps of our clustering algorithm the widely-usednodularity, which measures the density of
and feature pruning. Then we describe using pruned featuresedges inside clusters to edges outside clustér he modu-

to interpret the meaning of the clusters, and the technigal d larity value ranges from -1 to 1, with a higher value indingti
tails to determine the number of clusters. a better clustering quality.

Iterative Feature Pruning & Clustering. We explain how
our algorithm works using the example in FigdreWe start
with a similarity graph of all users, where clickstream simi

Cluster Visualization
We build a visualization tool for service providers to exam-
ine and understand user behavioral clusters generatedrby ou

larity is measured based on the full feature set (union of all 51gqrithm. The tool allows service providers to answer key
k-grams). By partitioning the similarity graph, we get the g estions about their usersg., what are the major behav-

top-level clusters”; andC. The partitioning algorithm we o1 categories? Which behavior is more prevalent? What's

use is Divisive Hierarchical Clustering3], which canwork e velationship between different types of behavior?
on arbitrary metric space and find clusters of arbitrary ebap

Visualization Interface. Figure 3 shows a screenshot of
our tool displaying the behavioral clusters of Whisper (best
viewed in color). We build this tool usinB3.js, a JavaScript
library for data visualization. By default, we display tHass

Yer hierarchy using Packed Circl81], where child clusters

are nested within their parent cluster. This gives a cleawvi

of the hierarchical relationships of different clustersrc@
sizes reflect the number of users in the cluster, which al-
lows service providers to quickly identify the most prevele
user behaviors. Finally, the visualization tool is zooneabl
and easy to navigate among clusters. We also implemented
other interfaces such as Treemapg] Sunburst 24] and Ici-

cle [14]. Service providers can choose any of these based on
personal preference (Figug. We use Packed Circle as de-
fault because it leaves more space between clusters, making
it easier to visually separate different clusters.

To identify more fine-grained subclusters withify or Cs,

we perform feature pruning: We identify the primary feature
that are responsible for forming the parent cluster, remove
them from the feature set, and use the remaining secondar
features to further partition the parent. For example, sapp
(1 is the current parent cluster. We first perform feature se-
lection to determine the key features( k-grams) that clas-
sify users inta”;. Then to partitionC';, we remove those top
k-grams from the feature set, and use the remaikhiggams

to compute a new similarity graph far;. In this way, sec-
ondary features can step out to partition into C3 and Cy

(by running Divisive Hierarchical Clustering on the new sim
ilarity graph). For each of the newly generated clusteig,(

C5 and(y), we recursively run the same process to produce
more fine-grained subclusters. Our algorithm stops when all
the new partitions cannot be further splig. clustering qual-

ity reaches a minimal threshold. The result is a tree hibgarc  To understand the user behavior in a specific cluster, we can
of behavioral clusters. click the cluster to pop-up an information window. Take
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Figure 3. Whisper behavioral clusters. Cluster labels are ranually Figure 4. Renren behavioral clusters. The pop-up window shos
input based on results of each cluster. The pop-up window shas users in _Cluster #2 focus on sending friend requests and brasing
users in Cluster #1 tend to sequentially read whispers. user profiles.

the one in Figured for example: we show the basic clus- gorithm implementation and complexity are in the Appendix.
ter information on top, including clusterlD and the number For our Whisper dataset, our system produces a tree hierar-
of users. Below is a list of “Action Patterns’k<{grams) chy of 107 clusters (root included) with 95 leaf clusterseTh
selected by our Feature Pruning algorithm to describe how maximum tree depth is 4. For Renren, the hierarchy contains
users behave. Each row contains one pattern, rankeg by 108 clusters (95 leaf clusters) with a maximum depth of 4.

score (brighter color indicates higher score). The "Fregye Note that our visualization tool only displays the seled&sd

(PDF)” column shows how frequently each action pattern ap- S
pears among users of this cluster. The red bar indicates theures for each cluster. As shown in Figute80% of the clus-

o ; ; L ters have less than 5 selected features, and 90% of thersluste
pattern frequency (probability density function) inside t h P '
- . have less than 10. This indicates that the prevalent user be-
g:ﬂig: ?joitir:/ilgr?ﬁ 2 r?%rrg %?:é?; e‘:? ?hu: ?v(\:/)c/) (c)i?sttsrliqin?nsf thIShavior can be characterized by a small number of key feature
’ Y, dimensions. Also, this makes it possible for people to under

are, the more distinguishing power the pattern has. In this stand the cluster without looking through the full featue¢ s

example, the first pattern shows users viewing whispers se- ; .
quentially with a time interval of one minute or less. The red (€g., Whisper data has 80903 unique kgrams as features).

bar is much more skewed to the right, indicating users in this g\/a| UATION: CLUSTER LABELS
cluster perform this action more often than users outside. F | ihe following, we analyze the behavioral clusters in Whis-

nally, service providers can “add descriptions” to the ®0S  per and Renren, and demonstrate their effectiveness i iden
using the button in blue. tifying unexpected behavior and predicting future adtsit
Figure 6 shows the control panel to configure the visualiza- Our evaluation contains three steps. First, To evaluate the
tion tool. Users can switch the visualization interface aetd ~ €ase of understanding and labeling behavioral clusters, we
maximum level of clusters to display. Users can also changerun a user study. We ask the participant to read cluster-infor
the cluster coloring scheme. By default, the cluster caler i Mation and describe the corresponding user behavior. Then
dicates the level (or depth) of the cluster. Alternativelsers ~ We examine whether different people give consistent descri
can enable a color overlay to denote the “compactness” of thetions. Second, we perform in-depth case studies on the un-
cluster (.e, the ratio of average inter-cluster distance over the usual behavioral clusters, and provide new insights to both

average intra-cluster distance) or the cluster modularity networks. Third, we evaluate cluster qualitg., how well
o _ behavioral clusters capture similar users.
Visualizing Whisper and Renren Clusters. We run our

system on Whisper and Renren datasets and display the beUser Study to Interpret Clusters

havioral clusters in Figur8-4. We apply the same config- User behavioral models need to be intuitive and understand-
uration on both runs: the partitioning of a cluster stops if able to the service providers. Thus we conduct a user study to
the modularity reaches a threshold 0.01 (insignificant-clus answer two key questions: Are these behavioral clusters un-
ter structure). We intentionally set a loose threshold to le derstandable to humans? How consistently do different peo-
the algorithm dig out very detailed sub-clusters. In pati  ple interpret the corresponding user behaviors?

service providers can tune this parameter depending on hOWIn this user study, we ask participants to browse behavioral
detailed behavioral clusters they need. Details regarding . Y.\ SK P P X .
clusters using our visualization tool (Packed Circle ifstee).



Visulization Configuration M A

Visualization Style
Select your favorite method to visualize the cluster hierarchy.

e el Icicle Sunburst Treemap

Maximum Depth

123

Cluster Color

The default coloring only reflects the depth of the cluster.
You can enable a color overlay to denote cluster
compactness or modularity.

Lower Value [l Higher Value

(a) Treemaps (b) Icicle (c) Sunburst Modularity | Compactness
Figure 5. Whisper hierarchical clusters displayed with different visualization methods. We mark the cluster Figure 6. Screenshot of the configura-
number of the top-level clusters in the text box. tion panel of the visualization tool.
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Figure 7. # of Selected features per cluster. Figure 8. Distribution of consistency score. Figure 9. Consistency score vs. cluster level.

For each cluster, the participant is asked to describe the us score is 10/15=0.667. The final consistency score is avdrage
behavior using her own words (in one sentence) based on theover three experts. FiguBshows the consistency score dis-
information displayed. If a cluster is not understandable t tribution. The most common scores range from 0.6 to 0.8.
the participant, she can mark it as “N/A". Since our tool is The score distribution skews heavily to the right. This indi
designed for service providers, we expect they will havédbas cates that most clusters can be interpreted consistently.
technical backgrounds. Our participants include 15 greedua
students in Computer Science who have basic knowledge in
online social networks. To best utilize participants’ time
only use the Whisper clusters (Figu8g and the participants
only look at top clusters that cover 90% of users at each leve
of the hierarchy (37 clusters in total). Before the test, sl a
the participants to use the Whisper app for at least 10 minutes
to get familiar with it. Each participant also goes through a
quick instruction session to learn how to use the visuabinat
tool and how to read the information in the pop-up window.

Upon examining clusters with low consistency scores, we
have two key observations. First, lower-level clusters are
more difficult to interpret. As shown in Figugs average con-
|sistency scores decrease as we move further along the tree hi
erarchy. Intuitively, lower-level clusters represent mepe-
cific or even outlier behavior that is difficult to describecS
ond, we find clusters with more selected features are havder t
interpret. We perform correlation analysis between the con
sistency score and the number of selected features peeiGlust
and find they correlate negatively (Pearson coefficiert-
0.1,p =0.5). Noticeably, the consistency score also corre-
lates negatively with the unique event types in selected fea
tures (Pearson coefficient=-0.4,p =0.02).

User Study Results

We gathered a total of 555 descriptions from the participant
on the 37 clusters (15 descriptions per cluster). We find
that the behavioral clusters are generally understandable Finally, we add short labels to the top-level clusters in Whis
the participants. Out of the 555 descriptions, 530 (95.5%) per and Renren based on the descriptions from user study and
are valid descriptions about user behaviors (others ar&™ N/ our own interpretations. The labels are shown in Figmed
marks). In addition, most participants can finish the task Figure4 respectively.

within a reasonable amount of time. The average completion

time is 28.7 minutes (46 seconds per cluster).

To understand the “consistency” of the descriptions, w&let EVALUATION: CASE STUDIES

external experts independently read and assess the edllect Next, we present in-depth analysis on a few behavioral clus-
descriptions. These experts are graduate students egtruit ters as case studies. We have two goals. First, by analyzing
outside of our research group (to avoid bias) and none of themthe user behavior in these clusters, we validate the cerrect
participated in labeling clusters in the first round. Forleac ness of our cluster labels. Second, we explore the intagesti
cluster, an expert reads all 15 descriptions and assigns-a co (or unexpected) user behavior, and demonstrate the pradict
sistency score (0 to 1), which is the ratio of the maximum power of the user behavioral models. Due to space limitation
number of consistent descriptions over all descriptions. F we focus on two clusters from Whisper (Cluster#2 and Clus-
example, if 10 out of the 15 descriptions are consistent, the ter#4), and one from Renren (Sybil Cluster).
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Figure 10. Number of days when users have ac- Figure 11. Ratio of blocking event over all click ~ Figure 12. The sub-clusters within Cluster#4.

tive events in their clickstreams. events in a user’s clickstream.

Cluster # (%) of Users Join the Dormant Cluster

Case Study 1: Inactive Whisper Users

We start with Cluster#2, which is labeled as inactive users.
The selected action patterns of this cluster consist alemst
tirely of “receiving notification” events, indicating thesisers

Snap 1— Snap 2

Snap 2— Snap 3

Dormant Cluster

15873/16872 (94%

16161/16314 (99%

Semi-dormant Cluster

5 363/9383 (4%)

2026111773 (17%)

Other Clusters

63773735 (0.09%)

804771903 (1.1%)

have not been actively engaged with the app. This is also Table 4. Users becoming dormant over time. We split the clicktream
confirmed in FigurelQ: users in Cluster#2 have far fewer ac- data into three snapshots, and report the number of users whanigrate
tive days (when users actively generate clicks) than thee res to the dormant cluster over two adjacent snapshots.

of users. A remarkable 80% of users in Cluster#2 did not

. .| Actions per day Statistics: Mean (STD) | T-statistics (p value)
generate any active events through the 45 days, repregentin Inside C#4 T Outside CH41l In vs. Out
completely dormant users. In fact, our algorithm succdlysfu Whisper Posted | 1.25 (1.77) | 0.65 (1.46) || 27.43 (p<0.001)*
groups dormant users into a separate subcluster (Fgytine Replies Received 0.70 (4.09) | 0.26 (1.41) || 8.89 (p<0.001)*
biggest subcluster in Cluster#2). Heart Received | 2.39 (48.68)| 0.69 (5.34) || 2.93 (p=0.0034)*

Chats Initiated | 2.20 (10.93)| 1.18 (3.98) || 7.79 (p<0.001)*

Contraryﬁo expecté;\'ilon, macltlve use_ri are not OUIIIemSCO fTable 5. Activity statistics for users inside and outside Qlster#4. *The
ter#2 is the secon argest c .USter wit _21'962 .users. (20 %0 difference is statistically significant based on Welch twsample t-tests.
all users). From the perspective of service providers,iinis

portant to identify the early signals of user disengagement

and implement mechanisms to re-gain user activities. havioral models can successfully track and predict the dor-

mancy of Whisper users. It allows service providers to make

Predicting Dormant Users. We demonstrate the effec- timely interventions before losing user participation.

tiveness of our behavioral models in predicting future user

dormancy. The high-level idea is simple: Whisper can build case Study 2: Hostile Behaviors of Whisper Chatters

behavioral models using users’ most recent clickstreant, a Next, we analyze Cluster#4, which contains 7026 users who
update the models at regular intervaésg(, every month).  tend to block other people during private chat. As shown in
Our hypothesis is that users placed in the “inactive” cluste Figure11, users in this cluster perform blocking actions much

are more likely to turn completely dormant. Thus we can use more frequently. 80% of users spend more than 10% of their
the inactive cluster to predict future dormant users. total clicks on blocking events. In contrast, only 1% of sser

We validate this hypothesis by investigating whether ugers ~ Outside Cluster#4 achieve this ratio.

the “inactive” cluster will migrate to the “dormant” cluste  Next, we explore the possible causes to the blocking events.
over time. To do so, we split our clickstream data by date into A private chat is initiated by the user who wants to talk to
three snapshots: Oct.13-27, Oct.28-Nov.12 and Nov.13-26.yhisper authors. Our hypothesis is that users in Clustet4 a
_Then_ we generate behawqral _clust_ers for _ea_ch snapshot. Thengre likely to post whispers which attract unwanted chatter
inactive cluster can be easily pinpointed within each shaps o harass them. To validate this, we list behavioral stasist
based on selected activity patterng.( notification events).  for users inside and outside Cluster#4 in TableUsers in
Also, we consistently find the following sub-structureshiit  Cluster#4 are more active in posting public whispers, which
the inactive cll_Jster: a big “dorma_lnt” cluster in Wh|_ch USers attract more hearts and replies from others (statisticsitly
have zero active events, alongside several “semi-dormant”pificant based on Welch t-tests). These users are likely to
clusters in which users are occasionally active. experience harassment as a side effect.

In Table4, we compare clusters from two adjacent snapshots ysers may attract unwanted chat messages due to the topics
to determine the likelihood of users migrating into the dor- they write about. We analyze users’ whisper content in Clus-
mant cluster. The results confirm our hypothesis: Users in ter#4 and find they often consist of sexually explicit messag
semi-dormant clusters are more I|ke|y to mlgl’ate to the dor- (Sexting)_ Tableb lists top keywords from users in and out-
mant cluster than others. For example, 17% of semi-dormantsjde Cluster#4. Keywords are ranked based on how strongly
users in snapshot-2 end up in the dormant cluster in snapshotthey are associated with the cluster. For each keyword, we
3, while only 1.1% of other users do so. Users already within compute a simple correlation ratio for ranking, as the num-
the dormant cluster are highly likely to remain there thfoug  per of whispers in Cluster#4 containing this keyword didide
future snapshots (94%-99%). This result shows that our be-py the total number of whispers with this word. We exclude
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Figure 13. Number of being-blocked events per  Eigyre 14. Number paired blocking and blocked events per useWe match blocking and blocked
user. events under the same whisper with time intervak: 1 hour.
Users Top 30 Keywords ID | Cluster # of FrdReq | ProfileReq| In/out
Inside 20f, 19f, 18f, 17f, 29, f, roleplay, daddy, wet, role, lesiBa Label Users | per Day | per Day FrdReq
C#4 17, lesbian, kinky, trade, bored, kik, weakness, nudeethre S; | Friending in bulks| 4064 | 25.13 0.30 0.002
some, bestfriend, msg, shower, boys, chubby, nipples, harny, Sy | Friending quickly | 1891 | 19.81 2.08 0.004
female, dirty, message Ss | Crawl profiles 1348 | 11.41 6.44 0.050
Outside | religion, que, bullshit, 18m, personally, bible, eventyall S, | Friending slowly | 899 8.76 1.93 0.00004
C#4 faith, sign, plenty, hilarious, congratulations, gendssin, S5 | Receive FrdReq | 129 25.65 3.43 0.286
idiot, dumbass, ignorant, quite, depends, animals, googie} s l 71 [ Normal users [ 6141 [ 1.65 [ >80 [ 1.06 l
ciety, loss, count, health, sexuality, em, business, sdoodl, — - -
- - - Table 7. Characteristics of users the 5 biggest Sybil cluste (S;-Ss) and
Table 6. Top whisper keywords for users in Cluster#4 and useroutside the normal user cluster. We add the cluster label based on thselected
Cluster#4. action patterns per cluster. “FrdReq” stands for “friend re quests.”
common stopwordss| and low frequency words to avoid sta-
tistical outliers. A mere glance at Tabfereveals that Clus-  into the cluster and only 0.74% of normal users are misclassi
ter#4 users are focused on exchanging sexual content. Term$ed. The selected features indicate Sybils are more lilely t
like “20f", “f*,“17” and “lesbian” indicate age, gender (f =  engage in sending friend requests. This makes sense because

female) and sexual orientation. Other frequently used word a Sybil must first befriend a user before accessing private in
are associated with the exchange of nude photos (“trade”,formation or spamming.

shower”, “nipples”) or more general erotic terms. In addition, our system uncovers more fine-grained subclus-

Users Who Get Blocked. Within Cluster#4, we find a  ters within the Sybil cluster, representing different eitta
subcluster of 1412 users who often get blocked by others strategies. Here we focus on the largest 5 (out of 8 subclus-
(Cluster#4-2-1 in Figurd2). As shown in Figurel3, these  ters), which encompass 99.36% of Sybil accounts. Table
users have more “being-blocked” events in their clickstrea shows their behavioral statistics. First, &pears to describe
In the meantime, as members of Cluster#4, these users arécrawlers” who specialize in collecting user informationda
also highly likely to block other users. photos for sale on the black markéf7]. Second, $, S; and

L wer . S all focus on “sending friend requests.” Sybils in §nd
Then the question is how often blocks are “bidirectional”, yequests in bulks via Renren’s friend recommendation sys-
i.e, userX blocksY and thenY” immediately blocksX.  tem resulting in a high volume of friend requests per day
Unfortunately, our datase; cannot directly measure mdl_re (25.13). On the other hand, Sybils in ®nd to build social
f[lonal blocks. For a blocking event, the known mformatlo_n connections slowly (8.76 requests per day), possibly tidavo
mqludes the whisperlD where two users chat, the userID is- being detected. Finally, Sybils insSare likely to receive
suing the block, but not the userlD being blocked. Thus we friend requests. The ratio of incoming friend requests over
t_ake a:n approximation approach to match potential “bidirec outgoing ones is notably higher (0.286) than other Sybi-clu
tional” blocks (as upper bound). For each user, we group herters' - 0.05). One possible explanation is that these Sybils
blocking and being-blocked events under the same whisperID 46 controlled by a single attacker to befriend with eackeoth
as apair if their time |nterval_|s Wlth|_n a sh(_)rt time W_|ndow to bootstrap their social connections.
(e.g., one hour). This approximates immediate blocking back
after getting a block. Figur&4 shows the matching result
using time window as 1-hour. Users in Cluster#4, particu- EVALUATION: CLUSTER QUALITY
larly in Cluster#4-2-1 have a higher number of paired block- Finally, we evaluate the quality of behavioral clusters-pro
ing events. It is likely these users are easily offended er of duced by our system by examining how well they capture
ten offend other users during private chat, suggestingpagtr ~ similar users. For this analysis, we compare our algorithm
hostile behavior. We also test 10 minutes and 1-day time win- with existing clustering methods.
dow and have similar conclusion.

Clustering Quality

Case Study 3: Renren Sybil Accounts At the high-level, an effective clustering algorithm shibat-
Finally, we analyze the Sybil cluster in Renren (Cluster#2 i curately group similar users together while separatinfgidif
Figured4). Our system groups Sybil accounts into one single ent ones. We evaluate the quality of our behavioral clusters
cluster with high accuracy. 95% of true Sybils are clustered by testing how well they capture similar users. More specif-
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Figure 15. The precision and recall of using the behavioral losters to detect certain type of users. We compare our metltbwith K-means and
Hierarchical Clustering algorithm (HC).

ically, given a small sample of known users, how accurately sults indicate that our system produces high quality ctaste
can they retrieve other users of the same type? to capture similar users.

Experiment Setups. We first explain our experiment CONCLUSION & FUTURE WORK

method, using Sybil detection in Renren as an example. Sup-|n this work, we describe a practical clickstream tool to elod
pose a small sample of Sybils are known tofj. To detect  online user behavior. Our tool captures complex human be-
the rest of the Sybil accounts, we use the known samples asaviors while presenting them in a simple and intuitive man-
seeds to color Renren’s behavioral clusters. Any cluster that ner. For a given clickstream dataset, it automatically fiden
contains a known Sybil will be colored as Sybil-cluster (un- fies clusters of users with similar clickstream activitiaad
colored ones as normal). We evaluate the accuracy using twocaptures the natural hierarchical structure for user etast
metrics: Precision (percentage of users in Sybil-clusters that with a visualization tool, service providers can explorendo
are true Sybil accounts) ariécall (percentage of true Sybils  inating user behaviors and categories as an overview, while
that are captured by Sybil-clusters). A higher precisiod an tracking fine-grained user behavioral patterns along eath ¢
recall indicate a better clustering quality. We vary theapar  egory. Our tool does not require prior knowledge or assump-
eterz (1%, 5%, 10%) and repeat each experiment 10 times. tions of user categories (unsupervised), thus it can éftsgt

To perform this experiment on Whisper dataset, we need to CPture unexpected or previously unknown behaviors. We
construct known groups of users. We use the two types of d€monstrate its effectiveness using case studies on tge-lar
users identified in earlier analysiBormant users who have scale online social networks. Our tool accurately iderttifie
zero active events (16688 users) Bidcked users who have unusual behaviors (malicious Sybils, hostile users) arh ev

been blocked at least once in a private chat (68302 users). Predicts users’ future activities (dormant users). Finaile
shared our tool and results with the Whisper Data Science

Comparison Baselines.  Our baselines are two widely used team. While we are awaiting more detailed comments, the

clustering algorithms: K-meang®][and Hierarchical Clus- initial feedback was extremely positive.
tering (HC) [L3]. We run both algorithms to cluster the full - .
similarity graph (without feature pruning). At the highx, Broader Applications. We believe our proposed tech-

K-means divides users intl§ clusters where each user is as- nidues are generalizable beyond online social networks‘. To
signed to the nearest cluster (center). The number of cluste OPtain clickstream traces, service providers can extragt

K must be pre-defined. Here we generate multiple versions €VENts” from their HTTP logs. In this paper, we define user
of K-means clusters, and pick tHé with the highest clus- ~ €vents based on social network features. For other services
tering quality (modularity). As a result, K-means genesate specific events _vv_|II dgpend on the service fun_ct|onaI|t|es.
10 clusters on the Renren dataset and 10 for Whisper. In theF0r €xample, Wikipedia, News or Q&A site2§] might ex-
same way, HC generates 7 clusters for Whisper and 2 clusterdract events based on the category or topic of the pages. E-

for Renren. commerce web sites can define user events based on the func-
tionality of the clickable links or product categories. @b

Results. First, for Sybil detection on Renren, our algo- sourcing sites can define click events based on the crowd-

rithm is highly accurate with a precision of 93% and a recall sourcing workflow. In future work, we will explore broader

of 94% (1% ground-truth as seed) as shown in FidisE) applications of clickstream behavioral models, and expand

Using more seeds@. 5%) produces a higher recall (99%) our tool to other user-driven systems.

but reduces precision (82%). Nonetheless, the overall per-

formance is better than K-means and HC (precision 67% andAcknowledgments

61%). On the Whisper dataset, our algorithm achieves accu-We would like to thank Ulas Bardak, Sarita Schoenebeck,

rate results (98% precision, 100% recall) in identifying-do Megan McQueen and the anonymous reviewers for their help-

mant users (Figurd5(b). K-means and HC have a much ful comments. This project was supported by NSF grants

lower precision (32% and 78%) with the same recall. Fi- CNS-1527939 and [1S-1321083. Any opinions, findings, and

nally, all three algorithms achieve similar accuracy ineget conclusions or recommendations expressed in this material

ing blocked users (73% precision and 99% recall). These re-are those of the authors and do not necessarily reflect the
views of any funding agencies.
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APPENDIX — IMPLEMENTATION AND SCALABILITY

Our system is implemented in python, and runs on 9 servers
(HP DL360P Gen8). For Whisper dataset (100K users), it
takes about 58 hours to generate the complete behaviosal clu
ters. For Renren dataset (16K users), it only takes 47 nsnute
This performance is already sufficient for practical usage t
build behavioral models on a weekly basis. Because these
servers are a shared resource with other research teams, we

Z.Yang, S. Cai, Z. Zhou, and N. Zhou. 2005. only take 4 threads per server. Potentially, we can speed thi
Development and validation of an instrument to measure up by increasing the server utilitg.¢., 40 threads).
user perceived service quality of information presenting

Web portals!nformation & Management 42, 4 (2005), The major computational bottleneck is constructing tha-sim

larity graph where we compute pair-wise clickstream simila

575-1589. ) ity. For a dataset of users, the time complexity 3(n?). To
J. Zhao, Z. Liu, M. Dontcheva, A. Hertzmann, and A.  scale up the system for even larger datasets, (LO million),
Wilson. 2015. MatrixWave: Visual Comparison of Event gne cannot simply add more machines to handleQle?)
Sequence Data. IRroc. of CHI. complexity. A promising approach iscremental clustering.

The key idea is to take a small sample from a clickstream
dataset to build the initial clustera.§., K clusters). Then we
incrementally assign the rest of the users to existing efast
based on their distance to the “centers” of existing clgster
In this way, we only need to compute each node’s distance to
the K cluster centers. The time complexity beconigs. k)
whereK is a small number. We leave the implementation and
evaluation of this approach to future work.
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