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Abstract

Today’s Moore’s Law increasesn computationalpower

and network bandwidth, combinedwith the increasing
read of networksinto diverseervironmentsand devices,
offer new opportunitiego andstretch theboundsof tradi-
tional networkapplications.More specifically new chal-
lenges of scalability, fault-tolerance and manageability
stretch thelimits of the communicatiocomponentsf ap-
plications. In this work, we proposethe useof a global-
scalerouting and location infrastructue that leverages
theabundantcomputationabnd networkresoucesto fa-
cilitate a decentalizedwide-aea computingmodel. We
presentan infrastructue prototypenamedTapestry and
demonstateits usefulnessvith novellarge-scalenetwork
applications. Finally, we evaluateit by measuringts ef-
fectivenessgainst current challenges, and the resouce
coststhesebenefitancur in tradeofs.

1 Introduction

The adwent and proliferation of large scale networking
hascreatedincredible opportunitiesfor traditional com-
puting applications.The trendstowardswirelessconnec-
tivity andnetworking to small deviceshasmadean ever
growing audienceavailableto network applications.The
widereachof thelnternethasalsomadeit possiblefor ap-
plicationsto gatherdataandcommunicatehemover the
wide-areajn avarietyof servicemodels.
Wide-arealnternetapplicationsare facing several key
challengesas a result of their scale. In additionto the
scalability necessaryo handlea large numberof users,
suchapplicationsmustalsobe ableto operatedespitethe
increasindik elihoodof failuresin thewide-areaandpro-
vide mechanism®y which it canself-adapto changing
conditionsin thenetwork ervironment.Whenanapplica-
tion is scalingup from a centralizedsener modelto the

wide-areamodel,the key componentffectedis the com-
municationlayer. In particular the locationandrouting
aspectf a network applicationarethosemostproneto
issuef scale failures,andadaptvity.

Facedwith thesechallenges,mary existing services
male useof existing solutionsthat provide partial solu-
tions,sometimestthecostof imposinglimitationsonfu-
ture growth andscalability Theseapproachesall under
three catggories, thosebasedon the clusterbasedcom-
puting model[13, 25, 14], centralizedocationandrout-
ing [16, 24], andoptimistic locationandrouting[8]. As
wewill ague,noneof theseapproachesompletelysolves
the combinationof issuesconfrontingwide-areanetwork
applications.

Hypothesis

Thiswork proposes global-scalénfrastructurefor lo-
cationandrouting basedon the useof decentralizedlata
structures. By using novel datastructureswe can pro-
vide the functionality of centralizednetworking infras-
tructurewithoutany potentialbottlenecksr singlepoints
of failure. In addition,we proposethe useof redundang
leveragingcurrentMoore’s Law growth trendsin compu-
tationalpowerandnetwork bandwidth jn orderto provide
improved performanceand stability of performance.By
stability we meandecreasingariability in systemperfor
mance easilyindicatedby a reductionin standarddevia-
tion. We believe by abstractinghe compleity necessary
to achieve thesepropertiesinto an applicationlayer, we
greatlysimplify the constructionof network applications
well-suitedfor wide-areaoperation.

Ourwork is drivenby threekey systemdesigngoals:

Scalability. First, we aim to provide unconstrainted
scalabilityin the infrastructure.We expectthatthe large
volumeof datahandledby wide-areaapplicationdmplies



that ary point of centralizationwill becomeboth a per

formancebottleneckand point of failure. By utilizing

a completelydecentralizednesh-like datastructure,we

avoid suchcentralizatiorpointsanddistributeloadevenly
acrossthe network. The resultis a systemdesignthat
scaledinearlywith theamountof resourcesvailable,and
exhibits gracefulperformancedegradationwhensystem-
wide resourcesrelow.

Fault-tolerance. Secondwe designour infrastructure
to provide redundang at eachlevel of operation so that
theit will utilize all resourcesn orderto provide uninter

ruptedoperation. In additionto surviving link andnode
failures,network partitions,and communicationconges-
tion, our goal is to leveragethe available systemre-

dundang to maskvariationsin performance providing

dependablend uniform performanceo the application
layer.

Self-maintenance and Adaptation. Finally, we strive
to designour systemto be responsie to changesn en-
vironmentalconditions. Componentsshould detectthe
availability andunavailability of resourcesandautomati-
cally integrateor disengagéndividual nodesasappropri-
ateto optimizeoverall systemperformanceFurthermore,
suchintegrationand separatiorshouldoccurwith mini-
mal disturbanceo therestof the system.

We claim that sucha decentralizedylobal-scaleloca-
tion androuting applicationinfrastructurds feasible,and
can greatly enhancethe constructionof wide-area,dis-
tributed network serviceswhile providing a simple and
powerful applicationprogrammingnterface. In this pro-
posalwe proposeadesignfor suchadecentralizeéhfras-
tructurecalled Tapestrydemonstratés novelty by intro-
ducing several applicationsleveragingits infrastructure,
andevaluatethe systemby how well it addressesur de-
sign goals,andthe overheadcostswe incur in providing
thoseproperties.

2 Motivation

Our work is chiefly motivated by the trend towardsin-

creaseof scalein network applicationsandtheresulting
implications. Today’s Internetis expandingrapidly, both

in reach by providing connectvity to thin clientssuchas
PDAs andInternetappliancesandin scale by increasing
available bandwidthto existing links. Theseconditions
are fueling the introductionof new servicesenabledby

wide-aredarge bandwidthlinks suchaspeerto peerfile-

sharingnetworks, andthe expansionof existing network

servicessuchasDNS andapplication-leel multicast.

2.1 Challenges

We believe scaling to the wide-area network poses
threekey challengesto applications: scalability, fault-
tolerance andmanayeability.

e Successfuhetwork applicationscan expecta large
userbase generatéargevolumesof traffic andpush-
ing thelimits of senershandlingrequestsAll com-
ponentf theapplicationmustscalein orderto meet
suchheary demands.

e A large scale network serviceis likely to spana
large numberof infrastructurecomponentsjnclud-
ing routers,links, seners,andend clients. As the
numberof componentsncreaseswe canexpectthe
meantime betweenfailures (MTBF) of the overall
systento drop. For example,anapplicationrunning
onanetwork running200routers eachwith aMTBF
of 5 years,canexpecton averagea routerfailure ev-
ery nine days(5 years/ 200 = 9.13days). In other
words,a successfularge scaleapplicationmustex-
pectfailuresto becommonplaceandprovide mech-
anismsandprotocolsto provide servicein their pres-
ence.

e Asanapplicationscalesijts overall performancée-
comesdependenbn the individual performanceof
mary heterogeneoudevicesandervironmentalari-
ables. Managingsucha systemis nearimpossible.
Thisarguesfor theapplicationto detectervironmen-
tal changesandself-tunefor betterperformance.It
needsto be self-managingdetectingand utilizing
new resoucesanddetectingheremoval of resources
andrelocatingloadto adjust.

2.2 Clustering vs. Decentralization

Recenwork hasshovn Networksof Workstationd2] can
be usedto provide fault-toleranceand data persistence
asan applicationinfrastructure[13, 25, 14]. The useof
clusterbasedapplicationinfrastructuresprovides an in-
terestingsolutionto the previously mentionecchallenges.
The useof clustersabstractsaway communicatiorcosts,
eliminatesconcerrfor communicatiorerrors,andsimpli-
fies fault-preventionby geographicallyflocalizing nodes.
It greatly simplifies applicationconstruction,presenting
to the developerthe abstractiorof a single,incrementally
scalablesener.

This programmingmodel hasits limitations, however.
By colocatingsenersgeographicallyandin the network,
we allow local eventsto have a large impacton overall
systemperformanceFor instancea UPSfailure,a single
network partition,afire or naturaldisastewwill bringdown



thecluster andwith it theentireservice.Furthermorelo-
calizednetwork effectssuchasflaky routersor active De-
nial of Serviceattacksontheoutgoinglink will impactthe
entire clusteradwersely Additionally, the scalability of
clustersis limited by considerationsuchaspower, cool-
ing, and outgoingbandwidth. Finally, the placemenif
clustersdeterminests overall proximity to all clientsin
the network, which may not be desirablefor network ap-
plicationswith a geographicallydistributedusergroup.

To gain true fault-toleranceandresilienceto erviron-
mentalartifacts,we believe a systemneedsto be redun-
dantat every layer: storage computationandcommuni-
cation. This level of redundang canbe easily achieved
by utilizing senersin a geographicallyand network dis-
tributedfashion.Thereforewe proposeheuseof awide-
areadecentralizedhetwork of workstationsasanalterna-
tiveto thecurrentclusteringmodel.We link togethelarge
numberof individual senerswith varyingcomputational,
storage andnetwork resourcesnto a widely-distributed,
well-connectedvirtual machine. In this model, workers
that performthe samecommontaskareidentifiedin the
applicationlayer with identicalnames. Communication
betweennodeshandling differenttasksin the sameap-
plication occurswith nodesfirst sendingmessageto the
nearesnodehandlingsomespecifictask,thenestablish-
ing a session. The initial location and subsequenmes-
sagerouting is handledby a sharedocationandrouting
layer, which alsoprovidesresilienceagainstcommunica-
tion failuresand reportsnodefailuresto the application
layer.

Widely-distributed virtual computing has been ex-
ploredin previoussystemsuchasthe Pirahnasysten6]
andthe SETI program[26]. Applicationsusingthis pro-
grammingmodel gain a numberof interestingbenefits,
largely unexploredin previous systems First, becausef
the distributed natureof seners,thereis a good chance
ary clienthassenerwithin somereasonabl@etwork dis-
tance. This locality canbe exploited for fasterresponse
time to the client, or usedfor application-leel local opti-
mizations.Secondthedistributednatureof senersmeans
ary externalevent’simpacton the overall serviceis lim-
ited to the local nodesaffected. This is a powerful prop-
erty that providesresilienceto both randomfailuresand
intentionalattacks.Next, by spreadingvork outto mary
“worker” nodestheoverall systemcantreateachnodeas
anindependenéntity andsingleunit of failure. A failure
in any subcomponeris reflectedn its end-to-encperfor
mance,and can be usedby the overall systemto load-
balanceon the granularity of a single request. Finally,
lack of deplgymentconstraintgneansmoreresourcegan
be deployed more cheaply and we assertthat the appli-
cationcanexploit theresultingredundang for betterand
morepredictableperformance.

2.3 Routing and Location

Therearea large groupof applicationgpoisedto take ad-
vantageof thisfully distributedcomputingmodel.Peerto

peerfile sharingsystemsuchasGnutella[3], Freene{8]

and Napster[12], global-scalestoragesystemssuchas
Farsite [5], PAST [10], and OceanStorg18] are some
prominentexamples.Yetit is evidentthatfor theseappli-
cations(andthe decentralizedpplicationmodel)to suc-
ceedacritical componentthe network locationandrout-
ing layermustbe provide severalkey functions.

In the context of the decentralizedapplicationmodel,
thelocationlayerperformsseveralkey functions.In gen-
eral, the locationlayer providesthe “find nearest’func-
tionality necessaryo minimize communicatiorpathsbe-
tweennodesandbetweemodesandclientsin the appli-
cation.Oncea communicatiorpathhasbeenestablished,
the location layer provides fault-tolerantmessageout-
ing in the absenceof a network partition. Furthermore,
the location and routing layer functions as a complete
entity with global knowledge of the system,and trans-
parently redirectsmessagesnd requestgo functioning
worker nodeswhenever possible.

We now examine the impact of our wide-areachal-
lengeson an applications locationandrouting sublayer
By allowing workersto come and go accordingto re-
sourceavailability andfailure casesn the decentralized
model, we rely on the location and routing sublayerto
addressssuescausedby network and applicationscale.
For instancethesystemcanscaleto handleincreasinge-
guestshby addingmore nodes,andscalabilityis reflected
in the volume of dataand messageflowing acrossnet-
workslinks. Thelocationandroutinglayerprovidesfault-
toleranceby circumventinglink and routerfailures,and
adaptgo changingnetwork latenciesandintermittentnet-
work partitions. To accomplishthesegoalswhile allow-
ing easeof deployment,we choosean overlay approach
basedn nodesrunningaroutingandlocationprotocolin
theapplicationlayer.

Finally, to concretizeour requirementgor suchan lo-
cation and routing layer, we briefly examine previous
approachesn service location servicesand optimistic
location and routing. Previous work in service loca-
tion [28, 15, 16, 17] hasbeenlimited in scalabilityto the
wide-areaTheGlobelocationsysten]28] andtheBerke-
ley Wide-areaServiceDiscovery Service[16] aretwo ex-
amplesof hierarchicalstructuredocationserviceswhich
sav dataexplosionat the root level seners. The Berke-
ley WSDSproposesossycompressiomatthe higherlevel
senersat the costof allowing falsepositiveson queries.
We learnedfrom theseprojectsthatasthe volumeof data
scalesary pointof centralizatiorwill becomea scalabil-
ity bottleneck.This leadsusto believe thata completely
decentralizedsystemcould provide a solution. Further



more, the problemour proposednfrastructuretacklesis
an easierone,sincewe alreadyhave the nameof the ob-
ject we are searchingfor, whereasthe servicelocation
work hasan additionalstepof semanticallysearchingor
an uniqueservicenamegiven a setof attributes. We be-
lieve this simplificationreduceghe scalabilityproblemto
amanageablene,andwe canprovide a scalablesolution
while excludingfalsepositives.

A someavhatrelatedapproactis optimisticroutingand
location,suchasthe schemeausedin the Gnutella[3] and
Freenet[8] datadistribution networks. While theseap-
proachesare decentralizedthey suffer otherlimitations.
The Gnutellaschemeausedocal flood querieso find data,
which is not scalableto the wide-area. In the Freenet
scheme,queriescan be forwardedin an unconstrained
mannerwith no guarante®f successln comparisonywe
would like ourlocationandrouting layerto be decentral-
ized, scalablewith no points of centralization,and pro-
vide definitive responsewvithin areasonable;onstrained
amountof time.

3 Decentralized Routing and L oca-
tion

Thekey infrastructurecomponentnablingthewide-area
distributedcomputingmodelis the decentralizedocation
androuting layer. For easeof deployment,we choseto
take an application-leel approach. In this section,we
focusin on routing and location, statethe assumptions
for our desiredinfrastructure explain its applicationin-
terface,anddiscusgherelevantresearchissues.

3.1 Assumptions

To tacklethechallenge®f scalability fault-toleranceand
manageabilitywe have chosento examinean approach
usinga decentralizedapplication-leel routingandloca-
tion layer We make several assumptionshat clarify the
designspace:

e The application-leel infrastructure resideson a
large, well-connectedhetwork backbonewith sub-
networks, muchlik e the currentstructureof the In-
ternet.

Thereexists anunderlyingprotocollayer suchas|P
which providesunreliablepacletdelivery, wide-area
routing to specific network addressesand mech-
anismsto monitor simple network characteristics
(suchasPingor Tracerouteon IP).

Nodegparticipatingn theinfrastructurearecoopes-
tive undernormaloperatingconditions.Thatis, they

arewilling to performsimpletasksonbehalfof other
nodesin the system. Suchtasksmay include for-
warding messagesr storing location mappingson
othernodes’behalf.

Node and object namesare determinsticmappings
of someunique characteristidnto a randomlydis-
tributednamespaceThe namespacshouldbe suf-
ficiently large to ensurenamesare uniquewith no
collisions. To provide thesepropertieswe choosea
160-hit bit sequenceasthe namespaceand specify
thatnamesarederivedby applyinga secureone-way
hashingfunction suchas SHA-1 [23] a hashley, ei-
therthe public key of the nodeor the contentof the
object. If sucha hashley is not uniqueto the node,
thenusea combinationof the hashley anda known
salt.

Theoverallinfrastructureagreeonaconsistenview
of algorithmsusedin routingandlocation,aswell as
systemparametersuchasbaseof representationf
nodeandobjectnames.

3.2 Application Interface

The main functionality provide by our decentralizedp-
plication infrastructureis to publish/adertise objects,
searchfor objectsandroute messageto them. All mes-
sagesare assumedto be one way, and sentin asyn-
chronousmode. Responsemessagesire recognizedas
suchby theapplicationlayer ThecoreAPI callsarevery
simple:

e void PublishObject(StringObjectNamelD, String
SelfNodelD)

e void RouteClosestObject(Stri@bjectNamelD)

e void RouteNode(StrinlodeNamelD)

We augmenthe core API with functionswhich lever-
age the additional benefitsa decentralizedocation and
routing layer offers. We specifymethodsto leveragere-
dundang availablein the location system,and methods
on integrating and disengagingnodesfrom the overlay
network.

¢ void PublishRedundantNames(Stri@gigObjName
Integer RedundancyLvl)

void RouteClosestObject(Strim@rigObjID, Integer
RedundancyLvl)

void RouteAllObjects(Strin@rigObjID, Integer Re-
dundancyLvl)

void RouteSubsetObjects(Strir@rigObjD, Integer
MinimumObjectsinteger RedundancyLvl)

¢ void IntegrateSelfNode(StrinGesirrdNodelD)

¢ void RemaeSelfNode()



3.3 Research Issues

We have specifieda generalframawvork for a decentral-
izedlocationandroutinginfrastructureanddefineherea
numberof issuego beinvestigated.

Overlay Routing Distance vs. Overhead As thecase
with any overlay network, routing over our decentralized
infrastructurewill notbe asefficientasroutingontheun-
derlyingnetwork layer. For ary decentralizedchemeve
choose,a key metric of evaluationis how efficient the
overlayrouteis whencomparedo theclosestpathonthe
underlyingnetwork (in mostcasedP). This ratio of dis-
tancess oftenreferrredto asthe RelativeDelay Penalty
or RDP, andis firstintroducedn [7]. Thereis animplicit
tradeof betweertheRDP of anoverlay, andthe statekept
at eachnodefor routing purposes.We areinterestedap-
plying thesemetricsto differentoverlayschemesin hope
of finding a routing schemawhich achiese bothlow rout-
ing storageoverheadandlow routingRDP.

Location Locality vs. Overhead An analogousmea-
sureof efficiengy versusoverheadexists in the location
phaseof ourinfrastructure We definethemetricof LRDP,
Location RelativeDelay Penalty, asthe ratio of the dis-
tancetraveledby a messageén locatingandroutingto a
given objectto the distancebetweenthe client and the
objectin the underlyingnetwork layer. We believe that
wherescalabilitycanbepresered,correctnesss require-
ment of arny wide-arealocation system. By correctness
we mean guaranteedsuccessfulsearchfor an existing
objectundernormal (non-failure or low-failure) operat-
ing conditions,and the absenceof ary “false positive”
matcheswherethe systemreportsthe objectto be at a
locationwhereit is not. Given the correctnessequire-
ment, we wish to closely examinethe tradeof between
storageoverheadfor adwertisinglocation of objects,and
the LRDP metric.

Cost of Fault-tolerance and Availability As specified
in ourdesigngoals,ourdecentralizednfrastructureneeds
to provide a variety of mechanismso detect,repair and
operatén the presencef link/nodefailuresanddatacor
ruption. For ary suchinfrastructurewe needto measure
the true level of fault-tolerancet provides,i.e. how fre-
guent/maw of differentfaultscantheinfrastructurewith-
standwhile providing degradedservice,andwhat s the
level of performancelegradationsufferedasa result. We
wish to explore the tradeof betweenthe level of fault-
toleranceprovidedandthe costin redundang it requires.
The costsinvolved often appearasredundanbandwidth
requiredto detectandcircumwentfailures,or asredundant

storageto secondaryoutesor replicasof locationpoint-
ers.

Performance Stability Through Redundancy Given
the large numberof externalvariableswhich impactsys-
tem performancean the growing wide-areanetwork, in-
cluding localized network congestionand intermittent
faults, we expectthe performanceof ary single request
to be erratic. We proposeto stabilize the expecteder
ratic systemperformanceas seenby the end client, by
utilize the abundantcomputational storageand network
resourcesvailablein the nearfuture for redundang in
our main location and routing mechanisms.By issuing
redundantequestsand make useof the “best” response
in performanceor correctnesswe hopeto explore the
tradeof betweenevel of redundang utilizedandthelevel
of performancestability gained. Furthermore we wish
to explore a variety of approacheso utilizing the redun-
dang, andexaminewherethey eachlie onthetradeof be-
tweenredundany utilized andstability or fault-resilience
gained.

Node Entry/Exit Overhead Finally, our network in-
frastructureshould be self-maintainingand adaptve to
changesn the network. Part of this self-maintenancen-
volvesthe detectionof failuresandthe self-repairmech-
anismsexaminedin our investigationof fault-tolerance
mechanisms.The other aspectof self-maintenancep-
plies to the processof integrating a new nodeinto the
overlayinfrastructureandthe procesf disengagingx-
iting nodesfrom theinfrastructure Both involve commu-
nicationwith othernodesin the infrastructure.We wish
to studythe variousmechanism&nd algorithmsthat al-
low seamlesitegrationanddisengagemenandevaluate
themin termsof lateng, resourcesised,andsusceptibil-
ity to failures.

4 Prototype Design and Analysis

As part of our preliminary work into this area,we have
designedand implementedvia simulation a decentral-
izedwide-aredocationandroutinginfrastructurewe call
Tapestry The Tapestryinfrastructureusesa decentralized
datastructuremuchlike a meshof treesrootedat every
node. A similar meshstructurewas first introducedby
Plaxton,RajamararandRichain [21]. Detailsontheorig-
inal Plaxtonmeshdesignandthe Tapestryinfrastructure
canbefoundin ourtechnicalreport[31].

4.1 Plaxton and Tapestry

To summarizethePlaxtonmeshstructurespecifiesarout-
ing algorithmwhich incrementallyapproacheshe desti-
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Figure 1: Exampleof Plaxtonmeshrouting Node 0325

is routingto node4598in ameshusinghexadecimabligit
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nationnode|D digit by digit with eachadditionalhop.
Figure 1 shavs an illustration of how the routing al-
gorithm works. Node 0325 is routing incrementally
towards node 4598, by routing to nodeswhich share
suffixes of increasinglengthswith the destinationnode.
The Plaxtonmeshis scalable:eachhop containsrouting
statelogarithmicallyproportionalto the sizeof the entire
namespacea routeto nodetakes Log,(N) hopsthrough
the overlaynetwork, whereb is the baseof representation
usedin the namespaceand N is the size of the overall
namespace.

Plaxtonet al. alsointroduceda decentralizedocation
mechanisnbasedon this mesh,wherebyan objectO re-
siding on sener S would adwertiseitself by routing an
adwertisementto its root node R. At eachintervening
hop,the adwertisementvould storea locationmappingof
< 0,8 > onlocal storage A messagérom aclientdes-
tinedfor objectO routedirsttowardsR, andredirectdo S
whenit encountergitherR or oneof theinterveninghops
storinga cacheof O’s locationmapping. The root node
R is arandomnodedeterministicallychosento maintain
a consistentandcurrentmappingof thelocationof O. A
simpleway of determiningarootnodewould beto choose
thenodein the systenwhoselD shareghe longestsuffix
with objectO’s ID. Plaxtonchooses schemewhich uses
global knowledgeto make the objectto root nodemap-
ping.

The original schemepresentedy Plaxtonet al. suf-
fers from several constraintsthe most seriousof which
is its dependencen global knowledge. It alsohaslittle
innateredundang, andperformancenaybefragilein the
presencef failures.

Ourprototype the Tapestrylocationandroutinginfras-
tructure, implementsa numberof enhancementabove
andbeyond the original proposalby Plaxtonet al. They
include enhancementt add redundang to both rout-
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Figure2: RDP Simulationon 4 Topolagies. We plot here
the averageRDP betweerall node-pairon four different
topologies.

ing andlocationphasesprotocolsfor detectingandself-
repairingfrom failures,and deterministicdistributed al-
gorithmsfor routingandnodeinsertion.For moredetails,
wereferthereaderto [31].

4.2 Preliminary Evaluation

We presenssomeinitial evaluationresultsof the Tapestry
infrastructure,on several fronts including routing over-
head,availability, location locality tradeof, and perfor
mancestability. Theseresultsarederived from a central-
ized paclet-level simulatorof Tapestryrunningon well-
known topologies.

To avoid topology specificresults,we performedthe
experimentson a representatie set of real and artifi-
cial topologies,including two real networks (AS-Jan00,
MBone)andtwo artificially generatedopologieqTIERS,
Transit-stub). The AS-Jan00graphmodelsthe connec-
tivity betweennternetautonomousystemyqAS), where
eachnodein thetopologyrepresentan AS. It wasgen-
eratedby the National Laboratoryfor Applied Network
ResearciNLA] basedbnBGPtables.TheMBonegraph
was collectedby the SCAN projectat USC/ISIin 1999,
and eachnoderepresenta MBone router The TIERS
graphincludes 5000 nodes,and was generatedby the
TIERSgeneratarFinally, we usedthe GT-ITM [30] pack-
ageto generatahetransit-stulbgraph.

Routing Overhead Recallthat one of the metricswe
wantedto measurewas overlay routing distance. Given
our choiceof suffix-basedincrementalrouting, we want
to measurehe RDP ratio of overlayroutingascompared
to underlyingIP. In Figure 2, we seethat for all of our
topologiesthe RDP decreaseaswe increasghe baseof
theTapestryD digits. Thisis intuitive, sincealargerbase
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Figure3: RoutingRedundancyn Tapestry A probability
plot comparinghelik elihoodof successfullyeachinghe
destinatiomodeasa functionof link failurerate. There-
gionscorrespondo succesdy eachroutingmethod.Here
Tapestryroutingredundang level is 3.

implies fewer digits in the ID representationywhich im-

plies fewer Tapestryhops. EachTapestryhop thengoes
furtherin theIP network spaceandmorecloselyapprox-
imateslIP routing distances.This comesat a tradeof of

fewer logical hops,which morerouting s left to IP, and
Tapestrycomponentsnake lessof animpacton overall

performance.We do note that for base4, which gener

atesa reasonabléengthID, the 90th percentileof RDPs
is around2-3for all topologies.This resultis very good,
sincewe know from Lenore Cowen’s work on compact
routing [9] thatvery few routing algorithmswith sublin-
ear storageat eachnodecanroute with worst caseRDP
lessthan3.

Routing Redundancy We alsowantedto studythe ef-
fectsof routing redundang on fault-toleranceand avail-
ability. In Figure 3 we shav the resultsof simulatinga
routing comparisorbetweenTapestryrouting with level
3 redundang (each original forwarding pointer has 2
backuppointers)and IP routing. The simulationis run
onanetwork of 5000nodesin the TIERStopology?, and
bothrouting algorithmsareappliedto all pairwiseroutes
in agroupof 256randomlychosemodes.As we increase
therateof link failuresin the network, we shav the suc-
cessrate of using Tapestryrouting versuslP. By success
for IP we meanwhetherthe original pathin the BGP ta-
blescanreachthedestinationandby succes$or Tapestry
we meanwhetherthe primary routeor backuproutescan
be taken to reachthe destinationnode. Theseare so
definedbecauseBGP routing tablescan potentially take
on the order of minutesto corverge after a failure [19],

1We choseto usethe TIERStopologybecausét offeredlongerroute
pathsthanthe alternatves.
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Figure4: LocationPointers Effecton RDP: TIERS5000:
Ratio of network hopstraveled via Tapestry(with and
withoutintermediatdocationpointers)over network hops
via IP.

whereasTapestryfault-tolerantprotocolsoperateon the
orderof milliseconds.

In theFigure,region A denotegheprobabilitythatboth
IP and Tapesterysuccessfullyreacha reachablelestina-
tion. Region B representghe probability that IP suc-
ceedswhereTapestryfails. Region C shows casesvhere
IP fails, and Tapestrysucceeds Region D shavs where
bothfail to reacha reachablelestinationandregion E is
the probability that the destinationis unreachabldy any
route.As thefigureshovs, wherethedestinatioris reach-
ablefrom the client, Tapestryalmostalwayssucceedsn
reachingthe destination. The improvementin availabil-
ity over native IP is very significant. Also notethateven
whenhalf of all nodeshave failed, Tapestrysuccessfully
routesto 10% of all possibleroutes. This demonstrates
thataredundanyg of 3 (2 backuproutes)is morethansuf-
ficientto provide nearoptimalfault-toleranceagainstink
failures.

Location Locality vs. Overhead We continuewith ex-

periments? which examinethe effectivenesf the loca-
tion pointersstoredatintermediatéhopsbetweerthestor

agesenerandtherootnodeof the object. While Plaxton,
Rajamararand Richa prove that locating and routing to

anobjectwith thesdocationpointersincursa smalllinear
factorof overheaccomparedo routingusingthe physical
layer [21], we would like to confirm the theoreticalre-
sults. We ranour experimenton a paclet level simulator
of Tapestryusingunit-distancenop topologies,andmea-
suredLocationRelativeDelay Penalty (LRDP), the ratio
of distancedraveledvia Tapestryjlocationandrouting,ver

susthattraveledvia directroutingto the object.

2All errorbarsshavn aspartof graphsin this sectionshav onestar
darddeviation abore andbelown the datapoint.



RDP vs. Object Distance (TS5000)
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Figure5: LocationPointers Effecton RDP: Transit-stub
5000: LocationRDP of Tapestry(with andwithout inter-
mediatelocationpointers).

Effect of Multiple Roots on Latency
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Figure6: Effect of Multiple Rootson Location Latency:
Time taken to find and route to objectas a function of
clientdistancerom object'srootnodeandnumberof par
allel requestsnade.(Error barsomittedfor clarity.)

The resultsfrom experimentson all four topologies
shav the sametrend. Herewe shaw resultsfrom the two
representatietopologies,TIERS5000nodesandTransit-
stub5000nodes,in Figures4 and5. Theresultslargely
confirm what we expected,that the presenceof locality
pointershelps maintainthe LRDP at a small relatively
constantactor andtheirabsenceesultsn alargenumber
of hopsto theroot nodeandlarge LRDP values.

Perfor mance Stability Through Redundancy Finally,
we presenthere somepreliminary resultson exploiting
redundanyg for performancestability in the useof multi-
ple root nodesfor objectlocation. To remove the single
pointof failurethatarootnodepresentedh Plaxtonloca-
tion, Tapestryadwertiseseachobjectwith severaldifferent
IDs, derivedfrom hashingthe original objectID together
with several salts(e.g. naturalnumbersl, 2, 3). Object

Retrieving Objects with Multiple Roots
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Figure7: Multiple Rootsand AggregateBandwidthUsed:
Time to find androuteto objectgraphedwith aggrejate
bandwidthas a function of numberof parallel requests
made.

referencegainthefault-tolerancesf multiple rootswhile

reusingthe sameroutinginfrastructure Incomingqueries
can utilize this redundang by sendingout multiple re-

guestsn parallel,greatlyimproving the chanceghatone

of themwill returnin a timely and predictablemanner

We shaw theresultof simulatingsuchredundantequests
here.

We usedthe paclet level simulatoron 4096 Tapestry
nodeson a 5000 node Transit-stubtopology, applyinga
memorylesddistribution to hop latencies. We assign5
randomIDs to a randomlyplacedobject,andpublishits
presenceisingeachlD. For thefirst experimentwe shov
lateng takento find androuteto theobjectfrom randomly
placedclientsasa functionof bothnumberof parallelre-
guestsissuedand distancebetweenclients and the root
object. TheresultingFigure6 shows severalkey features.
First,for all clientsnotimmediatelynext to theroot node,
increasinghe numberof parallelrequestgrasticallyde-
creasegesponsdime. Second,the mostsignificantla-
teng/ decreaseccurswhentwo requestsresentin paral-
lel, with thebenefitdeceasingsmorerequestareadded.
Finally, asmallemumberof requestshavsamorejagged
curve, shawing their vulnerability to randomeffectssuch
aslonghoplatenciesin contrastthosefactorsarehidden
in a smoothedcurve whenall five requestsareissuedin
parallel.

In oursecondexperimentshavnin Figure7, wepresent
anew perspectie on the sameexperimentin conjunction
with aggreyatebandwidthused.We plot the locationand
routinglatengy andaggregatebandwidthagainsthenum-
ber of parallelrequests.The chartconfirmsartifactsob-
senedin Figure 6, including the significantdecreaseén
latengy and variability with eachone additionalrequest.
Furthermoreby plottingtheaggreyatebandwidthusedon
thesecondaryr-axis,we seethatthegreatesbenefitin la-



teng andstability canbe gainedwith minimal bandwidth
overhead.

4.3 Alternate Approaches
431 Pastry

PAST [10] is arecentprojectbegunatMicrosoft Research

focusingon peerto-peeranorymousstorage.The PAST
routing and location layer, called Pastry[11], is a loca-
tion protocolsharingmary similaritieswith Tapestry Key
similaritiesinclude the use of prefix/sufix addressout-
ing, andsimilarinsertion/deletioralgorithms andsimilar
storageoverheadcosts.

Thereare several key differenceshat distinquishPas-
try from Tapestry First, objectsin PAST are replicated
without control by the owner. Upon “publication” of the
object, it is replicatedand replicasare placedon ser-

asTapestrybut provideswealer guaranteeaboutworst-
caseperformanceThe maindistinctionworthy of noteis
thatthereis nonaturalcorrelationbetweeroverlaynames-
pacedistanceandnetwork distancen theunderlyingnet-
work, openingthe possibility of extremelylong physical
routesfor every closelogical hop. This problemis par
tially alleviatedby the useof heuristics.
Severalotherprojectsfrom MIT arealsorelevant. First,
Karger et. al. presenteda decentralizedvide-arealo-
cation architecturefor use with geographicrouting in
GRID [20]. GRID usesa notion of embeddechierar
chiesto handlelocation queriesscalably muchlike the
embeddedreesin Tapestry SecondtheIntentionalNam-
ing System(INS) [1] combinedocationandrouting into
onemechanismFinally, ResilientOverlay Networks[4],
leverageghe GRID location mechanismandthe seman-
tic routing of the Intentional Naming System(INS) [1]
to provide fault-resilientoverlayrouting acrosshe wide-

eral nodeswhosenodelDsare closestin the namespace grea Becausef thescalabilityof INS, however, the RON

to that of the object’s objectID. Second where Tapestry
placesreferencego the objectlocationon hopsbetween
the sener andthe root, Pastry assumeghat clients use
the objectID to attemptto route directly to the vicinity
wherereplicasof the objectarekept. Placingactualrepli-
casat differentnodesin the network bringsstorageover
headat multiple seners, and brings up questionsof se-
curity, confidentiality andconsisteng. Also, Pastryrout-
ing’s analogyof Tapestrys “surrogaterouting” algorithm
(seeSection3.3in [31]) provideswealeranalyticbhounds
onthenumberof logical hopstaken. In Tapestrywe have
analyticallyproven,well-defined,probabilistichoundsin
routing distancesand are guaranteedo find an existing
reachablebject(seeSection3 in [31]). Finally, Pastry's
locationmechanisntallsfor asequencef routes evenif
objectsarenearbythe client. This meanghatthe system
doesnot exploit locality well, andmayincur a high value
of RDPfor local objects.

4.3.2 Chord

Several recent projects at MIT are closely related to
Tapestry Pastryand CAN. The Chord[27] projectpro-
vides an efficient distributed lookup service,and usesa
logarithmic-sizedrouting table to route object queries.
Thefocusis on providing hashtable-lik functionality of
resolvingkey-value pairs. For a namespaceéefinedasa
sequence®f m bits, a nodekeepsat mostm pointersto
nodeswhich follow it in the namespacéy 2!, 22, and
soon, up to 2™~!, modulo2™. The i, entryin node
n's routing table containsthe first nodethat succeeds:
by at least2i~! in the namespace.Eachkey is stored
on the first nodewhoseidentifier is equalto or immedi-
ately follows it in the namespaceChord provides simi-
lar logarithmicstorageandlogarithmiclogical hoplimits

projectfocuseson networks of sizelessthan50 nodes.

433 CAN

The“ContentAddressabl&letworks” (CAN) [22] work is
beingdoneat AT&T Centerfor InternetResearchat ICSI
(ACIRI). In the CAN model,nodesaremappecntoa N-
dimensionakoordinatespaceon top of TCP/IPin a way
analogouso theassignmenodf IDs in Tapestry Thespace
is dividedupinto N dimensionablocksbasedon seners
densityandloadinformation,whereeachblock keepsin-
formationonits immediateneighbors Becauseaddresses
arepointsinsidethe coordinatespace gachnodesimply
routesto the neighborwhich makesthe mostprogresgo-
wardsthe destinationcoordinate. Objectlocationworks
by the objectsener pushingcopiesof locationinforma-
tion backin the directionof the mostincomingqueries.
There are several key differencesbetweenCAN and
Tapestry In comparison,Tapestrys hierarchicaloverlay
structureand high fanoutat eachnoderesultsin paths
from differentsourcedo a singledestinationcorverging
quickly. Consequentlycomparedo CAN, queriesfor lo-
cal objectscorverge much fasterto cachedlocation in-
formation. Furthermore Tapestrys useof inherentlocal-
ity pairedwith introspectve mechanismsneanst allows
gueriesto immediatelybenefitfrom querylocality, while
beingadaptve to querypatternsandallowing consisteng
issuesto be handledat the applicationlayer CAN as-
sumesobjectsareimmutable andmustbereinsertednce
they changetheir values. Finally, Tapestrynode orga-
nizationuseslocal network lateng asa distancemetric,
andhasbeenshown to be a reasonabl@pproximationof
theunderlyingnetwork. CAN, however, like Chord,does
notattemptto approximateealnetwork distancesn their
topology construction. As a result, logical distancesn



CAN routing canbe arbitrarily expensve, anda hop be-
tweenneighborscaninvolve long trips in the underlying
IP network. The main advantagea CAN hasis that be-
causeof the simplicity of the nodeadditionalgorithm, it
can betteradaptto dynamically changingernvironments
suchassensometworks.

In summaryPastry ChordandCAN areverysimilarto
Tapestryin their functionalityandrun-timepropertiesIn
particular Pastryis the closestanalogyoffering “locating
androuting” to anobject,whereChordandCAN bothfo-
cuson providing distributedhashtabldunctionality. Be-
causePastry controlsreplica placementand Chord and
CAN arenot optimizedfor large objects, Tapestryis the
only systemwhich allows the userto controlthe location
andconsisteng of the original data,allowing the system
to manipulateand control only referencedo the object
for performance.lt is alsonotaevorthy that Tapestryand
Pastryhave naturalcorrelationbetweerthe overlaytopol-
ogy andtheunderlyingnetwork distancewhile CAN and
Chordmayincur high physicalhop countsfor every logi-
cal hop. Finally, Pastry’s lack of locationpointersmeans
requestsio not exploit locality, andrequestgo local ob-
jectsmayincur high RDP overhead.

5 Applications

Themaingoalof building adecentralizedocationinfras-
tructureis to allow applicationsontop to transparentlyn-

herit its desirableproperties.We have implementedser-

eral novel applicationson top of our prototypeTapestry
to test this hypothesis,including a scalableand fault-

tolerant applicationlevel multicast systemand a wide-

areaarchival system.

Bayeux Bayeux [32] is an efficient application-leel
multicast systemthat scalesto thousandsof members,
incurs minimal delay and bandwidthpenalties,and han-
dles faults in both links and routing nodes. It usesa
single sourcemodel, and leveragesthe hierarchicalna-
ture of Tapestryrouting to distribute pacletswith mini-
mal paclet duplication. Eachnodein the dissemination
tree handlesa partition of the recever group, andsends
at mostonepacletto eachof its forwardroutes. For ex-
ample,a nodehandlingall listenersendingin 1 forwards
a pacletto neighborswho represenbne moredigit (e.qg.
21, 41), if f therearelistenerswith that suffix. In ad-
dition, Bayeuxpaclet delivery leveragesTapestrys rout-
ing redundanyg to circumwentfailures. Bayeuxalso uti-
lizesthe “find nearest’semanticof Tapestrylocationto
allow replicationof multicastroot nodes. Nodesjoining
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Figure 8: ReconstructiorLatency This chartshows la-
teng requiredto receve enoughfragmentsfor recon-
struction in a Transit-stubnetwork of 4096 Tapestry
nodes.

Time to Coalesce in Presence of Failures
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Figure9: Reconstructiomwith Failures This chartshavs
simulatedtime necessanyffor block reconstructionin a
Transit-stulnetwork of 4096 Tapestrynodesyetrying af-
terlink failures.

Silverback TheSilverbackarchival systen{29] is akey
componenbf the OceanStorglobal-scalestoragearchi-
tecture.lts key contributionis the useof erasure-code®
intelligently disseminatepersistentdatainto widely dis-
tributedfragmentsfor extremedurability. Erasurecodes
canefficiently encodea documeninto smallblocks,such
thatsomerelatively smallthresholdof themcanbe used
to reconstructhe original document. Silverbacknames
all fragmentsrom the sameblock with a singleblock D,
andutilizes Tapestryto efficiently locateary n blocksfor
quick reconstructiorof archival data.

The kind of redundang that erasure-codingffers on
fragmentsallows usto explore tradingbandwidthvia re-
dundang for performanceand performancestability. In
Figure 8, we showv that in a paclet level simulator of

ary multicastsessiorcanutilize Tapestryto transparently Tapestrywith memorylesddistribution on hop latencies

subscribdo thenearestoot node.

and randomly placedqueuingdelays, when we request
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morefragmentghanthe necessaryeconstructiorthresh-
old, we seethe expecteddecreasén time to receve the

6.1 Outsidethe Scope of ThisWork

first thresholdragmentsaswell asasignificantdecrease Our proposaffocuseson providing anapplicationinfras-

in performancevariability. Furthermorewhenwe begin
to allow for link failures,we seethata smalllevel of re-
dundang in requestseapsagreatgainin errorpronenet-
works,suchasthosewe expectin thefuturewide-area.

6 Research Methodology and Plan

We will evaluatethe succes®f our work on severalfac-
tors. First,we wantto measureheeffectivenes®f thede-
centralizedvide-areacomputingmodelby building addi-
tional applicationson top of our Tapestryprototype.Sec-
ond,we will usesimulationon largetopologiesto further

tructure that addresseghe issuesof scalability fault-
tolerance,and manageability While suchan infrastruc-
turecanprovideanaturalbasisfor addressingssuef se-
curity attacksandin particularDenial of Serviceattacks,
it is beyond the scopeof this work. Nor do we intend
to addresgheissuesf streamingmediaandcontentdis-
tribution. Finally, while the Tapestryinfrastructure like
Chord,PastryandCAN, is idealfor building Peerto Peer
systemswe will sase ary suchefforts for futurework.

6.2 Research Timeline

explorethetradeofs betweeriTapestrysystenparameters Phase 1 (0-4 months)

and various performancemetrics. We will alsouseour
Tapestryprototypeand its applicationsas a platform to

testour proposalof trading available resourcedor per

formancestability. Finally, we seekto understandhe
relationshipbetweenTapestryandits alternatvesChord,
CAN andPastry andto mapoutataxonomyof thedecen-
tralizedroutingandlocationdesignspace.

We will designandimplementnew wide-areaapplica-
tions on top of the Tapestryinfrastructure,and demon-
stratehow theseapplicationscanleverageTapestryprop-
ertiesto better supportwide-areaoperation. We seek
to designnovel applicationsnewnly enabledby a decen-
tralized routing and location layer, such as a network-
embeddedservice discovery service. We also want to
demonstrat¢éhatwith the help of Tapestrytraditionalser
vices suchas thoserunning on clustersor single nodes
canbereconfiguredor wide-areaoperatiornwith minimal
effort.

We also seekto further explore through simulation
varioustradeofs exposedby the decentralizedvide-area
computingmodel. First we needto fully understandhe
impactof systemparameter®n the Tapestryinfrastruc-
ture. Thenwe will utilize Tapestryapplicationdo explore
our proposedradeof of utilizing plentiful resourcewvia
redundang in orderto gain improved performanceand
performancestability. We also want to seehow appli-
cablethis desiredtradeof is to wide-areaapplicationsn
general.

We have also begun to study the alternatvesin de-
centralizedrouting structuressuchas Chord and CAN.
By further study experimentationand cooperationwith
otherresearchersye will betterunderstandhe relation-
shipbetweerdesigndifferencesn thesesystemsandtheir
resultingperformancecharacteristics We hopeto make
progressowardsataxonomyof wide-areaoutingandlo-
cationtechniquesandplacethe currentsystemsnto their
placein thedesignspace.

e Continueto explorethe performancef the Tapestry
prototype,examining in detail how systemparam-
eterssuchasbaseof the ID representatiomnd the
level of redundang affect performancemetricsin-
cluding: locality effects, routing overhead and per
formancestability.

¢ Make concretewo approache$o exploiting routing
redundanyg, andquantify their performancecharac-
teristicsvia simulation.

e Finish an implementationof the dynamicinsertion
algorithm

e Consideradditionalmechanismasinspiredby the
work on consistenthashing, in order to simplify
the insertionalgorithm and gain additionalanalyti-
cal properties.

Phase 2 (4-8 months)

e Leveragethe Markov-chainbasedink characteriza-
tion work doneby Konradetal. to implementfault-
tolerancevia link behavior prediction.

e Designand implementthe network-embeddeder
vice discovery protocol

¢ Evaluatethe dynamicinsertionalgorithmandits im-
plementation

e Begin writing dissertation

Phase 3 (8-12 months)

e Finishwriting dissertation
e Travel andattendemplogymentinterviens

e Graduate
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7 Conclusion

The decentralizedvide-arealocation and routing infras-
tructure is essentialto the wide-areadistributed com-
puting model. By abstractingthe complexities of fault-
tolerance,scalability and self-maintenanceénto the ap-
plication layer, our Tapestryprototypeallows easycon-
struction of network applicationswhich operatewell in
the wide-areanetwork. Initial measurementshov that
Tapestrysuccessfullyprovides thesepropertiesto their
applicationswith reasonableverhead. Much remained
to be exploredwithin the spaceof decentralizedocation
androuting. In thenearfuture,we seekto build additional
wide-areaapplications utilize themto betterunderstand
systemtradeofs, andmalke progressowardsunderstand-
ing a taxonomyof the decentralizedocationandrouting
researclspace.
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