Many modern electronic systems—including personal computers, PDAs, cell phones, network routers, smart cards, and networked sensors to name a few—need to access, store, manipulate, or communicate sensitive information, making security a serious concern in their design. Embedded systems, which account for a wide range of products from the electronics, semiconductor, telecommunications, and networking industries, face some of the most demanding security concerns—on the one hand, they are often highly resource constrained, while on the other hand, they frequently need to operate in physically insecure environments.

Security has been the subject of intensive research in the context of general-purpose computing and communications systems. However, security is often misconstrued by embedded system designers as the addition of features, such as specific cryptographic algorithms and security protocols, to the system. In reality, it is a new dimension that designers should consider throughout the design process, along with other metrics such as cost, performance, and power.

The challenges unique to embedded systems require new approaches to security covering all aspects of embedded system design from architecture to implementation. Security processing, which refers to the computations that must be performed in a system for the purpose of security, can easily overwhelm the computational capabilities of processors in both low- and high-end embedded systems. This challenge, which we refer to as the “security processing gap,” is compounded by increases in the amounts of data manipulated and the data rates that need to be achieved. Equally daunting is the “battery gap” in battery-powered embedded systems, which is caused by the disparity between rapidly increasing energy requirements for secure operation and slow improvements in battery technology. The final challenge is the “assurance gap,” which relates to the gap between functional security measures (e.g., security services, protocols, and their constituent cryptographic algorithms) and actual secure implementations. This paper provides an introduction to the challenges involved in secure embedded system design, discusses recent advances in addressing them, and identifies opportunities for future research.
1. INTRODUCTION

Today, an increasing number of embedded systems need to deal with security in one form or another—from low-end systems such as wireless handsets, networked sensors, and smart cards, to high-end systems such as network routers, gateways, firewalls, and storage and web servers. Technological advances that have spurred the development of these electronic systems have also ushered in seemingly parallel trends in the sophistication of attacks they face. It has been observed that the cost of insecurity in electronic systems can be very high. A recent computer crime and security survey [Computer Security Institute] from the Computer Security Institute (CSI) and Federal Bureau of Investigation (FBI) revealed that just 223 organizations sampled from various industry sectors had lost hundreds of millions of dollars due to computer crime. Figure 1(a) summarizes the costs from various security attacks including theft of proprietary information, financial fraud, virus attack, and denial of service. Other estimates include a staggering figure of nearly $1 billion in productivity loss due to the “I Love You” virus attack [Counterpane]. With an increasing proliferation of such attacks, it is not surprising that inadequate security is becoming a bottleneck to the adoption of next-generation data applications and services. For example, in the mobile appliance world, a recent survey [ePaynews] revealed that nearly 52% of cell phone users and 47% of PDA users feel that security is the single largest concern preventing the adoption of mobile commerce (see Figure 1(b)).

With the evolution of the Internet, information and communications security has gained significant attention [World Wide Web Consortium 1998; U.S. Department of Commerce 1999]. A wide variety of challenging security concerns must be addressed, including data confidentiality and integrity, authentication, privacy, denial of service, nonrepudiation, and digital content protection. Various security protocols and standards such as WEP [IEEE Standard 802.11], WTLS [WAP 2002], IPSec [IPSec], and SSL [SSL] are used today to secure a range of data services and applications. While security protocols and cryptographic algorithms address security considerations from a “functional” perspective, many embedded systems are constrained by the environments they operate in, and by the resources they possess. For such systems, there are several factors that are moving security considerations from being an afterthought into a mainstream system (hardware/software) design issue.
Figure 1. (a) The cost of insecurity (source: [Computer Security Institute]) and (b) factors preventing the adoption of mobile commerce (source: [ePaynews]).

For example:

- The processing capabilities of many embedded systems are easily overwhelmed by the computational demands of security processing, leading to failures in sustaining required data rates or number of connections.
- Battery-driven systems and small form-factor devices such as PDAs, cell phones, and networked sensors are often severely resource constrained. It is challenging to implement security in the face of limited battery capacities, limited memory, and so on.
- An ever increasing range of attack techniques for breaking security, such as software, physical, and side-channel attacks, require that the system be secure even when it can be logically or physically accessed by malicious entities. Countermeasures to these attacks need to be built in during system design.

This paper presents an overview of the challenges in the area of secure embedded system design. Section 2 introduces the reader to various security concerns in embedded systems. Section 3 provides a brief overview of basic security concepts. Section 4 describes the design challenges that arise from various embedded system security requirements. Sections 5 and 6 examine some of these challenges in detail. Section 5 analyzes the performance, battery life, and flexibility issues associated with security processing in embedded systems, while Section 6 provides an overview of the various threats possible to an embedded system. Section 7 presents case studies that depict how advanced architectures can be used to address some of these challenges. Section 8 concludes with a brief look ahead into the secure embedded system design roadmap.

2. SECURITY REQUIREMENTS OF EMBEDDED SYSTEMS

Embedded systems often provide critical functions that could be sabotaged by malicious entities. Before discussing the common security requirements of embedded systems, it is important to note that there are many entities involved in a typical embedded system design, manufacturing, and usage chain. Security requirements vary depending on whose perspective we consider.

For example, let us consider a state-of-the-art cellular handset that is capable of wireless voice, multimedia, and data communications. Figure 2 illustrates...
security requirements from the viewpoint of the provider of HW/SW components inside the cell phone (e.g., baseband processor, operating system), the cell phone manufacturer, the cellular service provider, the application service provider (e.g., mobile banking service), the content provider (e.g., music or video), and the end user of the cell phone. The end user’s primary concerns may include the security of personal data stored and communicated by the cell phone, while the content provider’s primary concern may be copy protection of the multimedia content delivered to the cell phone, and the cell phone manufacturer might additionally be concerned with the secrecy of proprietary firmware that resides within the cell phone. For each of these cases, the set of untrusted (potentially malicious) entities can also vary. For example, from the perspective of the content provider, the end user of the cell phone may be an untrusted entity. While this section outlines broad security requirements typical of embedded systems, the security model for each embedded system will dictate the combination of requirements that apply.

Figure 3 lists the typical security requirements seen across a wide range of embedded systems, which are described as follows:

- **User identification** refers to the process of validating users before allowing them to use the system.
• **Secure network access** provides a network connection or service access only if the device is authorized.

• **Secure communications** functions include authenticating communicating peers, ensuring confidentiality and integrity of communicated data, preventing repudiation of a communication transaction, and protecting the identity of communicating entities.

• **Secure storage** mandates confidentiality and integrity of sensitive information stored in the system.

• **Content security** enforces the usage restrictions of the digital content stored or accessed by the system.

• **Availability** ensures that the system can perform its intended function and service legitimate users at all times, without being disrupted by denial-of-service attacks.

3. BASIC SECURITY CONCEPTS

Several functional security primitives have been proposed in the context of network security. These include various cryptographic algorithms used for encrypting and decrypting data, and for checking the integrity of data. Broadly, cryptographic algorithms can be classified into three classes—symmetric ciphers, asymmetric ciphers, and hashing algorithms, which are briefly described below (for a detailed introduction to cryptography, we refer the reader to Stallings [1998] and Schneier [1996]).

• **Symmetric ciphers** require the sender and receiver to use the same secret key to encrypt and decrypt data. They are typically used for ensuring confidentiality of data, and can be chosen from two classes—block and stream ciphers. Block ciphers operate on similar-sized blocks of plaintext (original data) and ciphertext (encrypted data). Examples of block ciphers include DES, 3DES, AES, and so on. Stream ciphers such as RC4 convert a plaintext to ciphertext one bit (or byte) at a time. For both classes of symmetric ciphers, encryption or decryption then proceeds through a repeated sequence (rounds) of mathematical computations. For example, block ciphers such as 3DES, IDEA, and AES use operations such as permutations and substitutions.

• **Asymmetric ciphers** (also called public-key algorithms), on the other hand, use a private (secret) key for decryption, and a related public (nonsecret) key for encryption or verification. They are typically used in security protocols for verifying certificates that identify communicating entities, generating and verifying digital signatures, and for exchanging symmetric cipher keys. These algorithms rely on the use of computationally intensive mathematical functions, such as modular exponentiation, for encryption and decryption. RSA, Diffie–Hellman, and so on are examples of asymmetric ciphers.

• **Hashing algorithms** such as MD5 and SHA provide ways of mapping messages (with or without a key) into a fixed-length value, thereby providing “signatures” for messages. Thus, integrity checks can be performed on communicated messages by (a) having the sender “securely sending” the actual hash value of a message along with the message itself, (b) allowing the receiver to
compute the hash value of the received message, and (c) comparing the two signatures to verify message integrity.

Security solutions to meet the various security requirements outlined in Section 2 typically rely on the aforementioned cryptographic primitives, or on security mechanisms that use a combination of these primitives in a specific manner (e.g., security protocols). Various security technologies and mechanisms have been designed around these cryptographic algorithms in order to provide specific security services. For example:

- Security protocols provide ways of ensuring secure communication channels to and from the embedded system. IPSec [IPSec] and SSL [SSL] are popular examples of security protocols, widely used for Virtual Private Networks (VPNs) and secure web transactions, respectively (we will be examining security protocols in greater detail in Section 5).
- Digital certificates provide ways of associating identity with an entity, while biometric technologies [Reid 2003] such as fingerprint recognition and voice recognition aid in end-user authentication. Digital signatures, which function as the electronic equivalent of handwritten signatures, can be used to authenticate the source of data as well as verify its identity.
- Digital Rights Management (DRM) protocols, such as OpenIPMP [OpenIPMP], MPEG [MPEG], ISMA [ISMA], and MOSES [MOSES], provide secure frameworks for protecting application content against unauthorized use.
- Secure storage and secure execution require that the architecture of the system be tailored for security considerations. Simple examples include the use of hardware to monitor bus transactions and block illegal accesses to protected areas in the memory [Discretix], authentication of firmware that executes on the system, application isolation to preserve the privacy and integrity of code and data associated with a given application or process [Lie et al. 2000], HW/SW techniques to preserve the privacy and integrity of data throughout the memory hierarchy [Suh et al. 2003], execution of encrypted code [Best 1981; Kuhn 1997], and so on.

4. SECURE EMBEDDED SYSTEM DESIGN CHALLENGES
Designers of a large and increasing number of embedded systems need to support various security solutions in order to deal with one or more of the security requirements described earlier. These requirements present significant bottlenecks during the embedded system design process, which are briefly described below:

- **Processing Gap**: Existing embedded system architectures are not capable of keeping up with the computational demands of security processing, due to increasing data rates and complexity of security protocols. These shortcomings are most felt in systems that need to process very high data rates or a large number of transactions (e.g., network routers, firewalls, and web servers), and in systems with modest processing and memory resources (e.g., PDAs,
wireless handsets, and smartcards). In this paper, we will examine the two sides of the processing gap issue (requirements and availability) and study various solutions proposed to address this mismatch.

- **Battery Gap**: The energy consumption overheads of supporting security on battery-constrained embedded systems are very high. Slow growth rates in battery capacities (5–8% per year) are easily outpaced by the increasing energy requirements of security processing, leading to a battery gap. Various studies [Carman et al. 2000; Perrig et al. 2002; Potlapally et al. 2003] show that the widening battery gap would require designers to make energy-aware design choices (such as optimized security protocols, custom security hardware, and so on) for security.

- **Flexibility**: An embedded system is often required to execute multiple and diverse security protocols and standards in order to support (i) multiple security objectives (e.g., secure communications, DRM, and so on), (ii) interoperability in different environments (e.g., a handset that needs to work in both 3G cellular and wireless LAN environments), and (iii) security processing in different layers of the network protocol stack (e.g., a wireless LAN enabled PDA that needs to connect to a virtual private network, and support secure web browsing may need to execute WEP, IPSec, and SSL). Furthermore, with security protocols being constantly targeted by hackers, it is not surprising that they keep continuously evolving (see also Section 5.4). It is, therefore, desirable to allow the security architecture to be flexible (programmable) enough to adapt easily to changing requirements. However, flexibility may also make it more difficult to gain assurance of a design's security.

- **Tamper Resistance**: Attacks due to malicious software such as viruses and trojan horses are the most common threats to any embedded system that is capable of executing downloaded applications [Howard and LeBlanc 2002; Hoglund and McGraw 2004; Ravi et al. 2004]. These attacks can exploit vulnerabilities in the operating system (OS) or application software, procure access to system internals, and disrupt its normal functioning. Because these attacks manipulate sensitive data or processes (integrity attacks), disclose confidential information (privacy attacks), and/or deny access to system resources (availability attacks), it is necessary to develop and deploy various HW/SW countermeasures against these attacks.

  In many embedded systems such as smartcards, new and sophisticated attack techniques, such as bus probing, timing analysis, fault induction, power analysis, electromagnetic analysis, and so on, have been demonstrated to be successful in easily breaking their security [Ravi et al. 2004; Anderson and Kuhn 1996, 1997; Kommerling and Kuhn 1999; Rankl and Effing; Hess et al. 2000; Quisquater and Samyde 2002; Kelsey et al. 1998]. Tamper resistance measures must, therefore, secure the system implementation when it is subject to various physical and side-channel attacks.

  Later in this paper (see Section 6), we will discuss some examples of embedded system attacks and related countermeasures.

- **Assurance Gap**: It is well known that truly reliable systems are much more difficult to build than those that merely work most of the time. Reliable
systems must be able to handle the wide range of situations that may occur by chance. Secure systems face an even greater challenge: they must continue to operate reliably despite attacks from intelligent adversaries who intentionally seek out undesirable failure modes. As systems become more complicated, there are inevitably more possible failure modes that need to be addressed. Increases in embedded system complexity are making it more and more difficult for embedded system designers to be confident that they have not overlooked a serious weakness.

- **Cost:** One of the fundamental factors that influence the security architecture of an embedded system is cost. To understand the implications of a security-related design choice on the overall system cost, consider the decision of incorporating physical security mechanisms in a single-chip cryptographic module. The Federal Information Processing Standard (FIPS 140-2) [FIPS] specifies four increasing levels of physical (as well as other) security requirements that can be satisfied by a secure system. Security Level 1 requires minimum physical protection, Level 2 requires the addition of tamper-evident mechanisms such as a seal or enclosure, while Level 3 specifies stronger detection and response mechanisms. Finally, Level 4 mandates environmental failure protection and testing (EFP and EFT), as well as highly rigorous design processes. Thus, we can choose to provide increasing levels of security using increasingly advanced measures, albeit at higher system costs, design effort, and design time. It is the designer's responsibility to balance the security requirements of an embedded system against the cost of implementing the corresponding security measures.

5. SECURITY PROCESSING REQUIREMENTS AND ARCHITECTURES

Security processing refers to the computations that must be performed in a system for the purpose of security. In this section, we will analyze the challenges imposed by security processing on embedded system design in greater detail, using the popular Secure Sockets Layer (SSL) protocol as an example. Section 5.1 examines the working of the SSL protocol. Section 5.2 analyzes the workload imposed by SSL on a typical embedded processor. Section 5.3 further examines how various embedded processors fare against the workload imposed by security processing and provides a quantitative analysis of the processing gap in both low- and high-end embedded systems. Section 5.4 explores the flexibility concerns arising from the evolutionary nature of security protocols, while Section 5.5 presents the impact of security processing on battery life in battery-powered embedded systems. Finally, Section 5.6 presents a taxonomy of security processing architectures that can address various aspects of the outlined problems.

5.1 Anatomy of a Security Protocol

The cryptographic primitives described in Section 3 are used to provide the basic services offered by most security protocols: encryption, peer authentication, and integrity protection for data exchanged over the underlying unprotected networks. In this section, we will examine the functioning of a popular
security protocol SSL [SSL], which is widely used for secure connection-oriented transactions.

The SSL protocol is typically layered on top of the transport layer of the network protocol stack, and is either embedded in the protocol suite or is integrated with applications such as web browsers. The SSL protocol itself consists of two main layers as shown in Figure 4. The SSL record protocol, which forms the first layer, provides the basic services of confidentiality and integrity. The second layer includes the SSL handshake, SSL change cipher, and SSL alert protocols. Let us now examine how the SSL record protocol is used to process application data. The first step involves breaking the application data into smaller fragments. Each fragment is then optionally compressed. The next step involves computing a message authentication code (MAC), which facilitates message integrity. The compressed message plus MAC is then encrypted using a symmetric cipher. If the symmetric cipher is a block cipher, then a few padding bytes may be added. Finally, an SSL header is attached to complete the assembly of the SSL record. The header contains various fields including the higher-layer protocol used to process the attached fragment.

Of the three higher-layer protocols, SSL handshake is the most complex and consists of a sequence of steps that allows a server and client to authenticate each other and negotiate the various cipher parameters needed to secure a session. For example, the SSL handshake protocol is responsible for negotiating a common suite of cryptographic algorithms (cipher-suite), which can then be used for session key exchange, authentication, bulk encryption, and hashing. The cipher-suite RSA-3DES-SHA1, for example, indicates that RSA can be used for key agreement (and authentication), while 3DES and SHA1 can be used for bulk encryption and integrity computations, respectively. More than 30 such cipher suite choices exist in the OpenSSL implementation [OpenSSL] of the SSL protocol, resulting from various combinations of cipher alternatives for implementing the individual security services.

Finally, the SSL change cipher protocol allows for dynamic updates of cipher suites used in a connection, while the SSL alert protocol can be used to send
alert messages to a peer. Further details of the SSL protocol can be found in SSL and Stallings [1998].

5.2 Security Processing Workloads

We will now examine the workload imposed by security processing by considering the SSL protocol as an example.

Figure 5 shows the typical (client-side) sequence of operations for a secure session that uses the SSL protocol. The first stage involves loading the client certificate from local storage, decrypting it using a symmetric cipher, and performing an integrity check. Once the SSL handshake is initiated, the client and server exchange a sequence of messages that result in the client-side operations as shown in the figure. The objectives of these operations include (i) server authentication, where the client verifies the digital signature of the trusted certificate authority (CA) on the server certificate using the public key of the CA, followed by an integrity check, (ii) client authentication, where the client optionally generates a digital signature by hashing some data using the MD5 or SHA-1 algorithms, concatenating the digest, and signing the result with its private key, and (iii) key exchange, where the client generates a 48-byte premaster secret (used to generate the secret key for the SSL record protocol) and encrypts it with the public key of the server. The specific manner in which these objectives are met depends on the cipher suite being used, but the ultimate result of a successful handshake is that the client and server have completed any necessary authentication steps and share a secret key. Once the connection is established, secure transmission of data proceeds through the SSL record protocol.

Figure 6 shows a function call graph obtained for an SSL session using the OpenSSL implementation [OpenSSL]. The profile has several hundred functions which can be classified from a functional perspective into four categories: asymmetric computations (e.g., function RSA_public_decrypt, which implements the RSA algorithm), symmetric computations (e.g., function des_encrypt2, which implements the basic DES cipher), hashing operations (functions such as SHA1_Update and MD5_Update, which implement the SHA-1 and MD5 algorithms), and protocol processing computations (e.g., functions such as initialize_ctx that initializes the session context, block_host_order and block_data_order that reorder bytes for endianness, record assembly, and so on).
A quantitative breakup of the processing workload imposed by the above components is given in Figure 7, for three different transaction sizes (1 KB, 100 KB, 1 MB). The measurements were performed on an iPAQ H3670 PDA, which contains an Intel SA-1110 StrongARM processor clocked at 206 MHz. From the figure, we can see that the protocol processing workload, which refers to the workload due to noncryptographic computations, increases with transaction size. The cryptographic processing workload is dominated by asymmetric ciphers for small transactions, and by symmetric ciphers for large transactions.

5.3 Security Processing Gap

We will now analyze how the workload imposed by security processing, in relation to the processing capabilities of embedded processors, leads to a “security processing gap.” In order to quantify the security processing gap, we considered the client-side workload imposed by a single secure session between a client and server using the SSL protocol on various embedded processors. For our experiments, we considered the following platforms: (i) PDAs featuring StrongARM (206 MHz SA-1110) and XScale (400 MHz) processors, (ii) a workstation having a 768 MHz Pentium III Coppermine processor, and (iii) a server having a 2.8 GHz Xeon processor. The OpenSSL implementation [OpenSSL] of the SSL protocol was used with varying data sizes (10K–1M) to obtain an estimate of the processing requirements in MIPS (millions of instructions per second).
avoid biases due to network effects, tests were performed with both the client and server running on the same processor.

Figure 8 plots the processing requirements in MIPS for performing SSL record protocol processing (using 3DES for bulk data encryption and SHA for integrity) for different data rates in both low- and high-end embedded systems. Data rates typical of cellular (128 kbps–2 Mbps), wireless LAN (2–60 Mbps) and the lower-end of access network (∼100 Mbps) technologies that will be supported by current and emerging low- and high-end embedded systems are indicated in the figure.

The MIPS capabilities of the considered processors are indicated by horizontal dashed lines in Figure 8. In low-end systems such as PDAs, the MIPS capabilities of embedded processors such as StrongARM SA-1110 and XScale are around 150 and 250 MIPS, respectively. If we assume that these processors are completely dedicated to SSL record protocol processing over a single session, they can sustain data rates of 1.8 and 3.1 Mbps, respectively. Any higher data rates are unattainable, leading to the so-called “security processing gap.”

Note that the security processing gap is quite severe in practice. In a typical usage scenario, the processor executes multiple secure and nonsecure applications and is, therefore, not completely dedicated to security processing. For example, if the SA-1110 processor can devote only 10% of its resources to the secure SSL session, then the achievable data rates are less than 180 kbps.

The security processing gap is also seen in high-end systems. Processors such as Pentium III and Xeon are only capable of achieving SSL data rates of 7.3 and 29 Mbps, respectively. Thus, higher ranges of wireless LAN data rates as well as wired network data rates cannot be attained without architectural improvements.

5.4 Flexibility Concerns
A fundamental requirement of many embedded systems is the ability to interoperate in different environments. Hence, embedded systems are often required to
support distinct security processing standards, for example, security protocols at different layers of the network protocol stack.

Complicating the above picture is the fact that even a single security protocol standard typically allows for a wide range of cryptographic algorithms. To illustrate this scenario, let us consider the SSL protocol [SSL], which supports the use of different ciphers for its operations (authenticating the server and client, transmitting certificates, establishing session keys, and so on). For key exchange, cryptographic algorithms such as RSA and Diffie–Hellman/DSA are possible choices. For symmetric encryption, an RSA key-exchange-based SSL cipher suite could need to support 3DES, RC4, RC2, or DES, along with the appropriate message authentication algorithm (SHA-1 or MD5). Since an embedded system may have to communicate with a variety of clients or servers, it is desirable to support most, if not all, of the combinations allowed in the standard.

Finally, security protocols are not only diverse, but are also continuously evolving over time. This has been and is still witnessed in the wired network domain, wherein, protocol standards are revised to enable new security services, add new cryptographic algorithms, or drop weaker ciphers. Figure 9 tracks the evolution of popular security protocols in the wired domain (IPSec [IPSec] and TLS [TLS]). We can see that even a well-established protocol such as TLS is subject to constant modifications (e.g., in June 2002, TLS was revised to accommodate the new symmetric encryption standard, AES).

The evolutionary trend is much more pronounced today in the wireless domain, where security protocols can be termed to be still in their infancy. Figure 9 also outlines the evolution of the wireless security protocols, WTLS [OMA] and MET [MeT 2001]. Many of the security protocols used in the wireless domain are adaptations of the wired security protocols. For example, WTLS bears a close resemblance to the SSL/TLS standards. However, it is possible that future security protocols would be specifically tailored from scratch for the wireless environment. This presents a significant challenge to the design of a security processing architecture, since flexibility and ease-of-adaptation to new standards become important design considerations in additional to traditional objectives such as power, performance, and so on.

5.5 Battery Life

The computational requirements of security protocols stemming from the inherent complexity of cryptographic algorithms suggest that the energy consumption of these algorithms can be very high. For battery-powered embedded systems, the energy drawn from the battery directly influences the system’s battery life, and, consequently, the duration and extent of its mobility, and its overall utility. To illustrate the impact of security processing on battery life, consider the energy consumption of a wireless handheld (Symbol PPT2800 PocketPC) conducting a secure wireless session that employs 3DES for bulk data encryption and SHA for message authentication. When the handheld is...
securely transmitting 64 kB of data, Figure 10 shows that a considerable part (nearly 21%) of the overall energy consumption is spent on security processing.

Figure 11, for example, shows significant variations in the energy consumption profile of various symmetric ciphers (measured on an iPAQ 3870 PDA running the OpenSSL cryptographic suite [OpenSSL]). Energy numbers for the key setup phase and energy-per-byte numbers for the encryption/decryption phases are shown for each cipher. The results are reported for one specific mode of each block cipher—ECB or electronic code book, where a given plaintext block always encrypts to the same ciphertext block for the same key. The only exception is RC4, which is a stream cipher. We can see from Figure 11 that the key setup costs are the smallest for AES and IDEA, and the largest for Blowfish. However, the per-byte energy cost of Blowfish encryption/decryption is the smallest. In the case of sufficiently large data transactions, one would
expect the cost of key setup to be amortized by the low per-byte encryption cost. A detailed analysis of the energy consumption of other cryptographic algorithms and the SSL protocol can be found in Potlapally et al. [2003]. The study also illustrates that significant “energy versus security” trade-offs can be explored by identifying and varying parameters provided in a security protocol—although embedded systems engineers would be well advised to avoid using new or modified algorithms (that have not been subject to widespread review) because of the extreme and often nonintuitive security risks involved.

While the above examples illustrate that the energy requirements for security must be reduced, improvements on the supply side (battery) can also benefit the so-called battery gap. It must be noted here that there has only been a slow growth (5–8% per year) in the battery capacities [Lahiri et al. 2002]. However, recent successes with alternative technologies such as fuel cells [SFC; PolyFuel] show considerable promise.

5.6 Architectures for Security Processing

A variety of approaches have been developed to address the challenges imposed by security processing. The security processing gap can be addressed either by reducing the security processing workloads (alleviating demand), or by enhancing the processing capabilities of the embedded system (improving supply). On the demand side, advances in cryptography have led to new and efficient cryptosystems such as ECC [Rosing 1998; Menezes 1993], NTRU [NTRU], and AES [AES], which provide efficient alternatives to conventional choices. However, their usage in security protocols is not yet widespread, in part due to the preference to use established (and hence higher assurance) algorithms instead of faster ones where the security risks are unknown. For example, flaws have been found in the original NTRU signature scheme, as well as the updated version intended to fix the problem [Gentry and Szydlo 2002]. Enhancements on the supply side of the security processing gap are, therefore, crucial. Figure 12 shows three generations of security processing architectures, and compares them in terms of performance and energy consumption efficiencies, flexibility, as well as design turn-around times.
First-generation solutions perform security processing by executing security software on the processors embedded in the system. While good flexibility and fast design times are possible with software-based solutions, these solutions are not efficient in terms of their performance and energy consumption characteristics.

With cryptographic algorithms being a significant part of the security processing workload, the embedded processor can offload cryptographic computations to custom cryptographic hardware, which can be designed to deliver high performance and consume lower energy. Such architectures constitute the second-generation solutions. These include, for example, embedded processors interfacing with cryptographic hardware on a high-speed bus or processors with special-purpose cryptographic hardware in the pipeline (instruction set extensions).

Since second-generation solutions sacrifice the flexibility and design times of the first-generation solutions, third-generation solutions have been proposed that can capture the benefits of both the first- and second-generation solutions. These solutions have a common characteristic that the embedded processor can offload large portions of the security protocol (not just cryptographic algorithms) to the security protocol processing engine. Since they are based on programmable engines, third-generation solutions are typically capable of performing the bookkeeping necessary to support multiple concurrent security processing streams.

We now provide a brief overview of various second- and third-generation security processing architectures. A more detailed description of architectural alternatives for security processing is provided in Kocher et al. [2004].

5.6.1 Cryptographic Hardware Accelerators. Highest levels of efficiency in processing are often obtained through custom hardware implementations. Since cryptographic (asymmetric, symmetric, hash) algorithms form a significant portion of security processing workloads, various companies offer custom hardware implementations of these cryptographic algorithms, for systems ranging from low-power mobile appliances and smartcards to high-performance network routers and application servers [Discretix; Safenet]. Several vendors also offer integrated microcontrollers that contain embedded processors, cryptographic accelerators, and other peripherals [Infineon Technologies; STMicroelectronics].

5.6.2 Embedded Processor Enhancements for Accelerating Cryptographic Computations. There have been several attempts to improve the security processing capabilities of general-purpose processors. Because most microprocessors today are word-oriented, researchers have targeted accelerating bit-level arithmetic operations such as the permutations performed in DES/3DES. Multimedia instruction set architecture (ISA) extensions such as those in PA-RISC's Max-2 [Lee 1996] or IA-64 [Intel Corp. 2000] already incorporate instructions for permutations of 8-bit or larger subwords. For arbitrary bit-level permutations, efficient instructions have been recently proposed [Lee et al. 2001]. Instruction set extensions have also been proposed.
for other operations such as substitutions, rotates, and modular arithmetic [Burke et al. 2000].

Many such extensions have already been applied to low-end embedded processors used in the wireless handset domain. For example, the SmartMIPS [MIPS] cryptographic enhancements extend the basic 32-bit MIPS ISA to speed up security processing. Similar features are also found in the ARM SecureCore family [ARM-SEC]. The security processing capabilities of SecureCore processors can also be further extended by adding custom-designed cryptographic processing units through a coprocessor interface. This is useful for delivering high performance, without having to redesign the basic processor core. The MOSES security processor developed at NEC [Ravi et al. 2002; Potlapally et al. 2002a, 2002b] extends the basic instruction set of an embedded processor with additional instructions that accelerate various symmetric, asymmetric, and hashing algorithms used in security protocols.

5.6.3 Security Protocol Engines. While cryptographic accelerators alleviate the performance and energy bottlenecks of security processing to some extent, achieving very high data rates or extreme energy efficiency requires a holistic view of the entire security processing workload. In addition to cryptographic algorithms, security protocols often contain a significant protocol processing component, including packet header/trailer parsing, classification etc. Security protocol engines accelerate all or most of the functionality present in a security protocol, resulting in higher efficiency than cryptographic accelerators. For example, the 7811 security processor from HIFN [HIFN] can be used in VPNs to perform IPSec processing at very high data rates (nearly 250 Mbps). In addition, these protocol engines, if programmable, can be used to execute multiple protocols efficiently. Again, the 7811 security processor provides high-performance support for not only IPSec, but also layer 2 protocols such as PPP [PPP] and PPTP [PPTP].

Similar efforts have also been seen recently in security architectures for low-power embedded systems. For example, the MOSES security processor from NEC [Ravi et al. 2002] has been designed to function as a coprocessor in application chips for mobile terminals so that significant portions (more than just the cryptographic parts) of security protocols can be offloaded and accelerated.

In summary, programmable security protocol engines are being used increasingly by embedded system designers when both flexibility and efficiency are required.

6. TAMPER RESISTANCE AND THE ASSURANCE GAP

Modern cryptography can provide extremely robust security against specific (usually mathematical) attacks, such as brute force and factoring. Progress on the underlying mathematics has had an unintended consequence: rather than attempt easy-to-understand but futile attacks, intelligent adversaries focus their efforts on more subtle and complex attacks.

At the highest level, the process of creating security requires eliminating undesirable functionality. For example, a cellular telephone network should prevent unauthorized calls from being placed. A functional measure, such as a
cryptographic handshake, may be necessary to impose this restriction, but is irrelevant if an undocumented test mode or a buffer overflow enables adversaries to bypass the functional measure and make calls.

While today’s engineering methods are well suited for developing complex functional systems, they are often poorly suited to the task of preventing undesired functionality. Conventional testing works well for detecting overt functionality-based flaws, but is notoriously ineffective at detecting latent security problems. Similarly, engineering abstractions frequently conceal security risks present in one layer from being visible to engineers working on others.

The strongest aspects of a design tend to be much more obvious than the weakest aspects, but the strength of a system is determined by the easiest attack. As a result, products are frequently built with lofty security objectives, but have low assurance of meeting these goals. For example, product advertisements frequently boast about the use of large keys, yet the difference between 128-bit and 256-bit AES is irrelevant in light of the risks posed by implementation weaknesses. Unfortunately, low-assurance designs are easy to produce and appear attractive to unsophisticated customers, even though they may only provide an illusion of security.

6.1 Understanding the Requirements

At the beginning of a security engineering effort, it is important to define what security capabilities are required, such as which attacks must be prevented. An orthogonal issue is the required level of assurance, that is, the probability that these goals have been met. Projects with overly ambitious security or assurance requirements will suffer from increased development cost, time, and effort. Similarly, systems whose requirements are ambiguous or specify inadequate capabilities or assurance have dramatically higher risk.

Hardware development projects always involve difficult trade-offs. For example, the choice of whether to support hardware testing capabilities (e.g., scan or JTAG) involves a trade-off between convenience and security risks. Similarly, choosing between the financial and schedule impact required to address physically invasive attacks, and the risk of leaving a system exposed is not easy. Therefore, it is critical to have a clear understanding of the different ways in which an embedded system can be “attacked.” Figure 13 lists the various categories of techniques used to attack a device. At the top level, attacks have been classified into two broad categories: physical and side-channel attacks, and logical attacks.

Physical and side-channel attacks [Ravi et al. 2004; Anderson and Kuhn 1996; Anderson and Kuhn 1997; Kommerling and Kuhn 1999; Rankl and Effing; Hess et al. 2000; Quisquater and Samyde 2002; Kelsey et al. 1998] refer to attacks that exploit the system implementation and/or identifying properties of the implementation. Physical and side-channel attacks are generally classified into invasive and noninvasive attacks. Invasive attacks involve getting access to the appliance to observe, manipulate, and interfere with the system internals. Because invasive attacks typically require relatively expensive infrastructure, they are much harder to deploy. Examples of invasive attacks
include microprobing and design reverse engineering. Non-invasive attacks, as the name indicates, do not require the device to be opened. While these attacks may require an initial investment of time or creativity, they tend to be cheap and scalable (compared to invasive attacks). There are many forms of non-invasive attacks such as timing attacks, fault induction techniques, power and electromagnetic analysis based attacks, and so on. In the sections that follow, we will be examining some of the noninvasive attacks in more detail.

Logical attacks are easy to deploy against systems capable of executing downloaded software, and exploit weaknesses or bugs in the overall architecture (HW/SW) as well as flaws in the design of the cryptographic algorithm or security protocol. These attacks are discussed in the next section.

6.2 Logical Attacks

Logical attacks typically involve sending messages to a device and observing its responses. Often, the adversary’s goal is to trick a device into revealing keys or running malicious software. Common examples include software attacks such as buffer overflow exploits, subverted device code updates, and so on.

Logical attacks often exploit design or implementation flaws. Although techniques such as code reviews and sandboxing can be used to reduce the density of critical defects, these gains are largely being overshadowed by increases in software complexity. As a result, logical attacks pose a massive challenge for virtually every security engineering effort—hence, the assurance gap.

The range of issues that can lead to logical attacks is extremely broad (see Howard and LeBlanc [2002] and Hoglund and McGraw [2004] for a good high-level introduction to these issues). While there is no way to make a complete list of security mistakes, some common design and implementation problems include: buffer overflows, failure to secure code update processes, use of insecure cryptographic algorithms, cryptographic protocol flaws, key

management failures, random number generator defects, use of debug modes that bypass security, improper error handling, incorrect algorithm implementations, security parameter negotiation weaknesses, improper reuse of keys, poor user interfaces, use of weak passwords, operator errors, pointer errors, operating system weaknesses, sequence counter overflows, solving the wrong problem, inability to reestablish security after compromises, and so on.

Countermeasures for logical attacks are typically designed with one or more of the following considerations:

- to ensure privacy and integrity of sensitive code and data during every stage of execution in an embedded system;
- to determine with certainty that it is safe from a security standpoint to execute a given program;
- to identify and remove software bugs and design flaws that make the system vulnerable to such attacks.

In many embedded systems, the first mentioned consideration is often addressed through various hardware and software changes so as to regulate the accesses of various software components (operating system, downloaded code, and so on) to different portions of the system (registers, memory regions, security coprocessors, and so on) during different stages of execution (boot process, normal execution, interrupt mode, and so on). Examples of such measures include the use of dedicated hardware to protect sensitive memory locations [Discretix], secure bootstrapping [Arbaugh et al. 1997], use of cryptographic file systems [Blaze 1993; Goh et al. 2003], and so on. Secure software execution is often achieved through software authentication and validation checks, sandboxing (restricted environments for code execution), run-time monitors that detect security policy violations [Kiriansky et al. 2002], use of safety proof carrying code [Necula and Lee 1996], and so on. Lastly, verification methods for finding security flaws in trusted software, security protocols and their implementations are also becoming important [Detlefs et al. 1998; Chess 2002; Clarke et al. 1998; Lowe 1998].

We refer the reader to Ravi et al. [2004] and Kocher et al. [2004] for a detailed survey of system-level tamper-resistance mechanisms against software attacks.

6.3 Fault Induction

Security depends on more than just correct software. If the hardware ever fails to make correct computations, security can be jeopardized.

For example, almost any computation error can compromise RSA implementations using the Chinese Remainder Theorem (CRT). The computation involves two major subcomputations, one that computes the result modulo \( p \) and the other modulo \( q \), where \( p \) and \( q \) are the factors of the RSA public modulus \( n \) [Schneier 1996]. If, for example, the mod \( p \) computation result is incorrect, the final answer will be incorrect modulo \( p \), but correct modulo \( q \). Thus, the difference between the correct answer and the computed answer will be an exact multiple of \( q \), allowing the adversary to find \( q \) by computing the greatest common divisor (GCD) of this difference and \( n \).
To deter this specific attack, RSA implementations can check their answers by performing a public-key operation on the result and verifying that it regenerates the original message. Unfortunately, error detection techniques for symmetric algorithms are not nearly as elegant, and there are many other kinds of error attacks. As a result, many cryptographic devices include an assortment of glitch sensors and other features designed to detect conditions likely to cause computation errors. For further discussion of this topic, see [Boneh et al. 2001].

6.4 Timing Analysis

For many devices, even computing the correct result does not ensure security. In 1996, one of us (Paul Kocher) showed how keys could be determined by analyzing small variations in the time required to perform cryptographic computations. The attack involves making predictions about secret values (such as individual key bits), then using statistical techniques to test the prediction by determining whether the target device's behavior is correlated to the behavior expected by the prediction.

To understand the attack, consider a computation that begins with a known input and includes a sequence of steps, where each step mixes in one key bit and takes a nonconstant amount of time. For example, for a given input, two operations are possible for the first step, depending on whether the key bit is zero or one.

For the attack, the adversary observes a set of inputs and notes the approximate total time required for a target device to process each. Next, the adversary measures the correlation between the measured times and the estimated time for the first step assuming the first step mixes in a zero bit. A second correlation is computed using estimates with a bit value of one. The estimates using the correct bit value (the one actually used by the target device) should show the strongest correlation to the observed times.

What makes the attack interesting is that “obvious” countermeasures often do not work. For example, quantizing the total time (e.g., delaying to make the total computation take an exact multiple of 10 ms) or adding random delays increases the number of measurements required, but does not prevent the attack. Obviously, making all computations take exactly the same amount of time would eliminate the attack, but few programs operate in exactly constant time. Writing constant-time code (particularly in high-level languages) can be tricky.

Fortunately, there are techniques that can reliably prevent timing attacks in many systems. For example, message blinding can be used with RSA and other public-key cryptosystems to prevent adversaries from correlating input/output values with timing measurements. For further information about timing attacks, see [Kocher 1996].

6.5 Power Analysis

Timing channels are not the only way that devices leak information. For example, the operating current drawn by a hardware device is correlated to computations it is performing. In most integrated circuits, the major contributors to power consumption are the logic gates and losses due to the parasitic
capacitance of the internal wiring. Power consumption increases if more state transitions occur, or if transitions are occurring predominately at gates with greater size or capacitive load. There are two main categories of power analysis attacks, namely, simple power analysis (SPA) and differential power analysis (DPA).

SPA attacks rely on the observation that in some systems the power profile of cryptographic computations can be directly used to interpret the cryptographic key used. For example, SPA analysis can be used to break RSA implementations by revealing differences between the multiplication and squaring operations performed during modular exponentiation. In many cases, SPA attacks have also been used to augment or simplify brute-force attacks. For example, it has been shown in Messerges et al. [2002] that the brute-force search space for a SW DES implementation on an 8-bit processor with 7 bytes of key data can be reduced to $2^{40}$ keys from $2^{56}$ keys with the help of SPA.

DPA attacks use statistical techniques to determine secret keys from complex, noisy power consumption measurements. For a typical attack, an adversary repeatedly samples the target device’s power consumption through each of several thousand cryptographic computations. Typically, these power traces are collected using high-speed A/D converters, such as those found in digital storage oscilloscopes.

After the data collection, the adversary makes a hypothesis about the key. For example, if the target algorithm is the Data Encryption Standard (DES), a typical prediction might be that the 6 key bits entering S box 4 are equal to ‘011010’. If correct, an assertion of this form allows the adversary to compute four bits entering the second round of the DES computation. If the assertion is incorrect, however, an effort to predict any of these bits will be wrong roughly half the time.

For any of the four predicted bits, the power traces are divided into two subsets: one set where the predicted bit value is 0, and a second set where the predicted value is 1. Next, an average trace is computed for each subset, where the $n$th sample in each average trace is the average of the $n$th samples in all traces in the subset. Finally, the adversary computes the difference of the average traces.

If the original hypothesis is incorrect, the criteria used to create the subsets will be approximately random. Any randomly chosen subset of a sufficiently large data set will have the same average as the main set. As a result, the difference will be effectively zero at all points, and the adversary repeats the process with a new guess.

If the hypothesis is correct, however, the choice of the subsets will be correlated to the actual computation. In particular, the second-round bit will have been ‘0’ in all traces in one subset and ‘1’ in the other. When this bit is actually being manipulated, its value will have a small effect on the power consumption, which will appear as a statistically-significant deviation from zero in the difference trace. For a complete attack, the adversary would use a single data set to test hundreds of hypotheses until the entire key is known.

The approach allows adversaries to pull extremely small “signals” from extremely noisy data, often without even knowing the design of the target system.
These attacks are of particular concern for devices such as smartcards that must protect secret keys while operating in hostile environments. Countermeasures that reduce the quality of the measurements (such as running other circuits simultaneously) only increase the number of samples the adversary needs to collect, and do not prevent the attack. For further information about DPA, see Kocher et al. [1999].

Attacks such as DPA that involve many aspects of system design (hardware, software, cryptography, and so on) pose additional challenges for embedded system engineering projects because security risks may be concealed by layers of abstraction. Countermeasures used to mitigate these attacks are also frequently mathematically rigorous, nonintuitive, and require patent licensing [DPA PATENTS]. As a result, projects requiring effective tamper resistance, particularly when used for securing payments, audiovisual content, and other high-risk data, remain expensive and challenging.

7. CASE STUDIES

Several innovative solutions are emerging to address the various design challenges outlined in this paper. In this section, we will consider two recent examples from commercial products to illustrate state-of-the-art solutions used to alleviate the challenges of security processing gap and software attacks.

7.1 Addressing the Security Processing Gap for Wireless Handsets: OMAP 1610

The OMAP 1610 processor is a single-chip application processor from Texas Instruments that is designed to deliver high performance for 2.5G and 3.5G mobile applications [Texas Instruments]. A system-level block diagram of the dual-core processor is shown in Figure 14. It consists of an enhanced ARM926 microprocessor plus the TMS320C55x DSP. The DSP can be used to not only enhance the performance of multimedia applications but also security computations. Public-key computations are typically offloaded to the DSP, while symmetric and hashing operations are offloaded to cryptographic hardware accelerators. Cryptographic hardware accelerators supporting DES, 3DES, AES, SHA-1, and MD5 are included.

The crypto engines (DSP and hardware accelerators) are accessible to security applications through Certicom's Security Builder cryptographic suite [Certicom] (Figure 15). Thus, they can be used to accelerate all applications such as Certicom's SSL, IPSec, and PKI toolkits as well as other third-party applications that use the Security Builder API. The small code size and efficient implementation of the Security Builder SW makes it suitable for the resource-constrained devices that use OMAP 1610.

Other features included in the OMAP 1610 processor for security processing are (a) a true hardware based random-number generator, (b) a secure bootloader for checking the integrity of device-code, and (c) a secure execution mode, enabling secure key storage and run-time authentication. To realize the latter two options, the OMAP 1610 architecture provides 48 kB of secure ROM and 16 kB of secure RAM on-chip.
7.2 Thwarting Software Attacks: ARM TrustZone

The TrustZone security technology [York 2003] from ARM provides an example of how hardware architectures can help provide tamper resistance against software attacks. The basic objective of TrustZone is to establish a clear separation of trusted code, including code that performs security critical operations, from untrusted code that can potentially compromise security. The trusted code is evolved from a “trusted code base” that resides in a secure area of the embedded system. The fundamental concept of evolving and enforcing a trust boundary at every stage of execution was first proposed in Arbaugh et al. [1997]. The trusted code base is responsible for regulating the security of the entire system, starting from the system boot sequence. In addition, the trusted code is responsible for all security tasks that involve manipulation of secret keys.

The trusted code base is protected by implementing a separate secure domain as shown in Figure 16. This is in addition to the user and privileged modes that are typically used to implement application-OS separation. Nonsecure applications are denied access to the secure domain, while trusted applications are identified before they are provided access. This access policy is enforced through the addition of a security tag called “S-bit” throughout the architecture. The S-bit defines the security operation state of the system and is used to denote
Fig. 15. Offload architecture for security in OMAP 1610 [Certicom-OMAP-WP 2003].

Fig. 16. Separation of secure and nonsecure domains in ARM TrustZone [York 2003].

parts of the system (ARM core, memory system, selected peripherals, and so on) that are secure. Access to the S-bit is through a separate processor operating mode called monitor mode, which itself can be accessed through a limited and predefined set of entry points. The monitor mode is responsible for controlling
the S-bit, verifying that data and instruction accesses made by an application are permitted, and ensuring a secure transition between secure and nonsecure states.

The use of TrustZone to secure a typical embedded system is shown in Figure 17, wherein the security perimeter of the system extends beyond the processor core to the memory hierarchy and peripherals. The overall system architecture is divided into secure and nonsecure regions. For example, the boot code is stored securely in the on-chip boot ROM, since modifications to the boot process would render any security scheme ineffective. The memory is segmented into secure and nonsecure areas. The S-bit and the monitor mode are used to ensure that secure data are not leaked to the nonsecure area. Exception handling is also partitioned into normal and secure areas. Because interrupts can be used to freeze the processor when it is processing sensitive information, the monitor mode is used to process critical interrupts.

In summary, the TrustZone technology provides an architecture-level security solution to enforce a separation between trusted and untrusted code. More generally, the concepts of software isolation and sandboxing enable untrusted or less trusted code to coexist safely with trusted code, which allows system designers greater flexibility while providing higher levels of security against software attacks.

8. CONCLUSIONS AND A LOOK AHEAD

Security is critical to enabling a wide range of applications involving embedded systems. While some aspects of security have been addressed in the context of traditional general-purpose computing systems, embedded systems usher in many new challenges. This paper highlighted the security-related problems faced by designers of embedded systems, and outlined recent technological developments and innovations to address them. Several issues, however, remain open at the intersection of security and embedded system design.
The interplay of flexibility, performance, power consumption, and security level makes choosing the “right” security solution a highly complicated process. In addition to these metrics, cost and design turn-around times play a crucial role in deciding the security architecture. In many design scenarios today, it becomes hard to evaluate the effectiveness of a given security solution, or to trade-off between the above metrics, due to the absence of complete system-level analysis and evaluation tools.

Technological advances in allied areas will have an impact on secure embedded system design. For example, developments in the semiconductor fabrication industry can alter the choice of security hardware used. The increasing success of technologies such as field programmable logic devices (PLDs) in meeting good performance and lower design turn around times is prompting designers to examine (or re-examine) their usage as the underlying HW fabric. Consequently, their impact on performance and power consumption of any cryptographic architecture needs to be carefully studied.

Further efforts are also needed in designing the cryptographic algorithms and security protocols that are suited to the constraints and requirements of low-end embedded systems (e.g., in an ambient intelligence setup, where devices may need to support only specific security services). Scalability in algorithms and protocols makes it easier for a security scheme to be effective in a wide range of devices. However, because new lightweight cryptographic techniques require extensive review before they can be considered trustworthy, there is a gap of many years between when research is done in this area and when embedded systems developers can safely begin to take advantage of the results.

Efficient security processing alone is of limited use if an embedded system does not successfully address attacks that could potentially compromise its security. The attacks described in this paper are applicable to a wide range of embedded systems. A clear cost/risk analysis is necessary to determine the levels of attack resistance that a device must support. Since attacks continue to increase in sophistication, the development of countermeasures remains a challenging and on-going exercise. It is also important to remember that countermeasures applicable to one system (e.g., smartcards) may not be able to applicable to other embedded systems (e.g., PDAs or smart phones). Thus, system-specific attack-resistance measures are essential.

In summary, we envision that security will increasingly impact various aspects of the embedded system design process, including hardware circuits and microarchitecture, software, system architecture, and design methodologies.
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