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Abstract
We identify an important asymmetry in physical DRAM
cells that can be utilized to prevent RowHammer attacks
by adding 18 lines of code to modify the OS memory al-
locator. Our small modification has a powerful impact on
RowHammer’s ability to bypass memory protection mecha-
nisms and achieve a successful attack. Specifically, we iden-
tify two types of DRAM cells: true-cells and anti-cells. In
a true-cell, a leaking capacitor will induce a ‘1’→‘0’ error,
while in anti-cells, errors flow from ‘0’→‘1’. We then create
DRAM cell-type-aware memory allocation which enables a
“monotonicity property” for a given data object. The mono-
tonicity property is able to counter RowHammer attacks (and,
to a broader extent, other memory attacks) by allocating only
one type of cells for an object, thereby restricting error direc-
tion. We apply the monotonicity property to pointers in page
tables by placing all page tables in true-cells that are above a
“low water mark”. We show that this approach successfully
defends against RowHammer PTE-based privilege escala-
tion attacks. Using established RowHammer-induced bit-flip
error statistics, we provide proofs of the soundness and com-
pleteness of our technique and show that with our technique
only one out of 2.04× 105 systems is vulnerable to the attack,
and the expected attack time on the vulnerable system is 231
days. We also provide application performance results from
prototypes implemented through modifications to Linux ker-
nels. Our cross-layer approach avoids undesirable energy
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cost, hardware changes, performance overhead, and high
software complexity associated with prior countermeasures.
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1 Introduction
The RowHammer effect enables a powerful family of at-
tacks [32] with applicability to a broad class of DRAM-based
memory systems. These attacks cause various system se-
curity vulnerabilities by corrupting the isolation of virtual
machines, allowing for the escape from otherwise strong soft-
ware sandboxes, and enabling privilege escalation [5, 7, 10,
12, 13, 17, 26, 28, 30–32, 37, 38], and it is critically important
to eliminate these attacks.
We identify an important asymmetry in physical DRAM

true-cells and anti-cells found in modern DRAM-based mem-
ory systems. In a true-cell a leaking capacitor will induce a
‘1’→‘0’ error, while in anti-cells, such an error flows from
‘0’→‘1’. We harness this asymmetric error behavior to enable
the interesting and elegant property in data objects called
monotonicity, which restricts the direction of errors in the
object by placing them in one type of cells only. Our ap-
proach uses small modifications to the OS memory allocator
to leverage the monotonicity property to mitigate RowHam-
mer attacks as well as other classes of memory attacks.
Of the many ways in which RowHammer achieves un-

scrupulous system effects, privilege escalation attacks are
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the most detrimental to system security and the most chal-
lenging to mitigate. For these reasons we focus our work
on mitigating RowHammer privilege escalation attacks. We
discuss additional ways to apply the monotonicity property
to solve security problems in Section 8.

RowHammer privilege escalation attacks focus on corrupt-
ing page-table entries (PTEs) which provide critical protec-
tion mechanisms in virtual memory systems. In these attacks,
a malicious user-mode process1 induces bit-flips in its own
PTEs through the RowHammer effect. These bit-flips, when
occurring in the right locations of a PTE, allow the malicious
process to gain write access to its own page tables. Once
this step is successful, an attacker can build a custom page
table hierarchy to access all physical memory locations and
obtain escalated privileges (e.g., root access) [13, 37, 38]. Our
approach leverages the monotonicity property to provide a
practical and low cost countermeasure to these PTE-based
privilege escalation attacks.
Our technique is called Cell-Type-Aware (CTA) memory

allocation (or CTA for short). The essence of our technique
is to allow pointers in page tables to achieve the monotonic-
ity property by placing page tables in true-cells above a
“low water mark” only, using minor modifications made to
the OS memory allocator. CTA successfully defends against
PTE-based privilege escalation attacks by destroying a core
property of these attacks we call PTE self-reference defined as
a PTE pointing to another PTE of the same process. We prove
in Section 5 that, based on RowHammer-induced bit-flip er-
ror statistics measured using large scale DRAM experiments
[19, 37], with our CTA technique only one out of 2.04 × 105
systems is vulnerable to these attacks, and the expected at-
tack time on the vulnerable system is 231 days.

To evaluate our approach on working systems, we imple-
ment CTA memory allocation together with the “low water
mark” approach using only 18 lines of code in the Ubuntu
Linux kernel on two actual system prototypes – an Intel
i7-6700 quad-core system with 8GB physical memory and
an Intel Xeon Silver 4110 32-core system with 128GB physi-
cal memory. Our results show that there is no performance
impact for all workloads used in our experiments.

Our CTA approach integrates knowledge of DRAM hard-
ware/computer architecturewith knowledge about operating
systems to defend against RowHammer attacks withminimal
cost. The main contributions of our work are:

• We identify the important asymmetry of errors in dif-
ferent DRAM cell types and its powerful use to safe-
guard system security.

• We establish the CTA memory allocation approach to
leverage such asymmetry and impose monotonicity
in any data object in the presence of charge-leaking-
induced (e.g., RowHammer-induced) DRAM errors.

1in this paper, we use the terms malicious process and attacker
interchangeably.

Figure. 1. DRAM Bank Organization.

• We present a countermeasure to RowHammer PTE-
based privilege escalation attacks based on CTA mem-
ory allocation, and provide mathematical proofs that
our technique renders these attacks impractical.

• We implement CTA for page tables in Linux and show
that there is no system-level performance impact.

Our paper is organized as follows. In Section 2, we intro-
duce background and related work. In Section 3, we describe
our threat model and assumptions. In Section 4, we present
our CTA memory allocation idea, and evaluate its security
property in Section 5. Section 6 provides implementation
details and the evaluation of our technique in actual Linux
system prototypes. We further discuss our technique and its
broader applicability in Section 7 and Section 8, respectively.
We conclude in Section 9.

2 Background and Related Work
In this section, we first provide an overview of the DRAM ar-
chitecture, true-cells/anti-cells, and the RowHammer effect,
topics that are critical for the understanding of our work.
Next, we discuss related work on existing RowHammer at-
tacks and countermeasures.

2.1 DRAM Background
ADRAMmodule is structured in a hierarchical manner. Each
DRAM module is physically composed of one or two DRAM
ranks, and each rank contains a number of chips. Logically,
a DRAM module consists of multiple banks (and each bank
physically spans multiple chips). A DRAM bank is the ba-
sic level of abstraction, which logically consists of a two-
dimensional array of cells and a row buffer (Figure 1). The
row buffer consists of sense amplifiers and connects to DRAM
input/output interfaces. To perform read/write operations,
an entire row must first be placed in the row buffer by acti-
vating its wordline using the data’s row address. Reads and
writes are performed on the specific chunk of data (selected
by the data’s column address) in the row buffer.
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Each memory cell includes a capacitor and an access tran-
sistor that connects the associated capacitor to a bitline [22].
A capacitor is electrically charged or discharged to store a
data bit in a memory cell. The charge in DRAM cell capaci-
tors leaks over time and causes loss of data. Retention time is
the length of time that a DRAM cell can keep data before data
loss occurs, usually in the order of milliseconds to seconds
[18]. However, because it is necessary to store data for longer
periods of time in memory, the charge of each DRAM cell
must be refreshed to maintain data integrity [2]. According
to JEDEC specifications, a refresh operation generally takes
place every 64ms. If retention time is less than the refresh
interval, an error may occur in the corresponding memory
cell.
To minimize the manufacturing cost of DRAM modules,

many modern designs have each sense amplifier shared be-
tween two bitlines [21] (Figure 2). Since memory cells on
the complementary bitline can be accessed by driving the
complementary voltage on the corresponding bitline, they
have an inverted relationship between the voltage and logic
values. This design results in two types of memory cells in
modern DRAM chips [18]:

1. True-cells: These are memory cells that store a logic
value of ‘1’ as the charged state and ‘0’ as the dis-
charged state. Charge leaking from true-cells should
induce only ‘1’→‘0’ errors.

2. Anti-cells: These are memory cells that store a logic
value of 0 as the charged state and 1 as the discharged
state. Only ‘0’→‘1’ errors can occur in these cells due
to charge leaking.

To make the design structure uniform and regular, each
DRAM row typically consists of the same type of memory
cells [19].

2.2 System-Level Methods to Identify True-Cell and
Anti-Cell Regions in DRAM

System-level methods have been used to identify true-cell
and anti-cell regions [19]. It is reported that true-cell rows
and anti-cell rows are interleaved every N physical DRAM
rows regularly withN = 512 being a common number [19]. It
is also reported that in certain DRAM modules, the true-cell
to anti-cell ratio can be very large (e.g., 1000:1) [19].

The DRAM cell type can be determined at the system level
bywriting a logical value ‘1’ to eachmemory cell with DRAM
refresh disabled, and then reading out the value after a period
of time that is set to be longer than the retention time of
most cells. At this point, the charge stored in the capacitors
would have leaked. Since true-cells use the charged state to
represent ‘1’, and anti-cells use the charged state to represent
‘0’, a memory cell is identified to be a true-cell if the value of
the read is ‘0’, and an anti-cell if the value of the read is ‘1’.

(a) Activated True-cell (b) Activated Anti-cell

Figure. 2. True-cells and Anti-cells in DRAMModules.

Table 1. Existing RowHammer Attacks.

Techniques Victim Data Attacks Platform
[32] PTEs Privilege Escalation x86
[32] Opcodes Sandbox Escapes x86
[10] PTEs Privilege Escalation x86
[38] PTEs Privilege Escalation VM
[13] PTEs Privilege Escalation x86

[31] RSA Keys Compromised
Authentication VM

[37] PTEs Privilege Escalation ARM

[12] Opcodes Denial-of-Service and
Privilege Escalation x86

[5] RSA Keys Fault Analysis x86
[17] Intel SGX Denial-of-Service x86

2.3 The RowHammer Effect
The RowHammer effect is a hardware reliability issue in
modern DRAM systems that allows an attacker to induce
physical disturbance errors (i.e., bit-flips) without needing to
access the target memory location. This is accomplished by
repetitively reading from the same physical memory address
to cause the corresponding row (called the aggressor row) to
be “open” (connecting the bitlines from the row to the sense
amplifiers) and “closed” (disconnecting the bitlines from the
row to the sense amplifiers). In order to activate a DRAM
row, the row’s wordline voltage must be raised. This causes
voltage fluctuations in the wordline of the aggressor row and
generates disturbances on adjacent rows (i.e., victim rows).
These disturbances accelerate charge leaking in the victim
rows to cause errors [19]. An example of an aggressor row
and its victim rows is shown in Figure 1.

The RowHammer effect exists in different DRAM models
from various vendors and is expected to be more prominent
in the future as technology advancements allow DRAMs to
reach very high densities. A large-scale empirical study [19]
reports that the RowHammer effect is observed in more than
85% of the analyzed DRAM modules. Another study shows
that the RowHammer effect can occur on server systems
with ECC memory modules [1].
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Figure. 3. An Example of RowHammer PTE-based Privilege
Escalation Attacks [32].

2.4 RowHammer Exploitation
The RowHammer effect has been successfully exploited in
various attacks. Table 1 provides a summary of existing
RowHammer attacks. Of these existing attacks, RowHammer-
induced PTE-based privilege escalation attacks [32] are the
most prominent and practical, and at the same time difficult
to mitigate.
In our review of existing PTE-based privilege escalation

attacks, we find that in all cases attackers induce bit-flips
in last-level PTEs with the intention of making victim PTEs
erroneously point to other PTEs of the same process, thereby
gaining illegal access to page tables that should be accessible
by the kernel only, which is equivalent to gaining permis-
sions to the entire physical memory 2.

Figure 3 shows one example of PTE-based privilege esca-
lation attacks based on the algorithm presented in Google’s
ProjectZero [32]. In this example, a malicious process maps
a file with read-write permission to physical memory, and
creates many virtual mappings to the file to spray the phys-
ical memory with many page tables. Since there is a high
probability that bit-flips induced by RowHammer can cor-
rupt one of the PTEs so that it points to another PTE owned
by the same process, the attacker obtains read-write permis-
sions to page tables and eventually to the entire memory
space. The attacker therefore obtains root access through the
attack. This attack is one example of probabilistic RowHam-
mer attacks. Other probabilistic RowHammer attacks include
[12, 13, 32, 38].

[37] presents a way to perform deterministic RowHammer
attacks. Using a technique called “memory templating”, the

2Intermediate levels of page tables are not exploitable because the pages
they point to are all accessible by the kernel only even when the pointers
are corrupted (see discussions in Section 7).

attacker figures out which bits can be flipped by RowHam-
mer of all memory locations he can access. The attacker
then forces a victim page table to land in a specific memory
region the attacker chooses. This memory location can be
manipulated based on the attacker’s acknowledge of the OS
memory allocation algorithm which is accessible for many
open-sourced OSs. The attacker chooses memory regions
such that specific bit-flips in the victim page table allow the
attacker to gain access to one of the PTEs he owns. Another
example of a deterministic RowHammer attack is shown in
[10] and the high-level idea is similar.

2.5 RowHammer Countermeasures
The most straight-forward solution to minimize RowHam-
mer effects is to deploy system software updates to increase
the DRAM refresh rate so that accelerated charge leaking is
less likely to cause bit-flips. However, this approach intro-
duces undesirable power consumption, and there is no guar-
antee that it is sufficient to eliminate all RowHammer effects
even in high refresh rates [19]. Another hardware-based so-
lution is for the memory controller to refresh adjacent rows
with some probability whenever it closes a row [19]. This
technique requires modifications to memory controllers or
even DRAM chips, and cannot be applied to legacy systems.

Another approach, ANVIL, utilizes hardware performance
counters to detect suspicious RowHammer-like activities
based on heuristics [3]. ANVIL works only on systems where
CPU performance counters are available. It also introduces
performance overhead from tracking events performed by
the performance counters. As it is heuristics-based, it also
suffers from false positives.

Recently, another software-based countermeasure against
RowHammer attacks called CATT was proposed [9]. CATT
designs a sophisticated memory allocator to isolate the mem-
ory of the kernel and user space. The goal is to prevent kernel
memory from being placed physically adjacent to user mem-
ory, and as a result, it is not possible for an attacker to exploit
RowHammer to corrupt kernel memory. However, there are
two problems in the CATT design. First, CATT does not
consider physical row re-mapping which is commonly used
by DRAM manufacturers to replace a faulty row to improve
yield rate. This row re-mapping breaks the kernel-user iso-
lation provided by CATT. Second, an attack can leverage
double-owned memory pages that are shared between the
kernel and user processes, such as video buffers, to allocate
memory in the kernel domain, which allows a malicious
user process to perform RowHammer PTE-based privilege
escalation attacks [10, 12].
A recent RowHammer countermeasure called ZebRam

[20] aims to mitigate all RowHammer attacks, but it is com-
plex and imposes high overhead to the system. Moreover,
similar to CATT, ZebRAM does not consider DRAM row re-
mapping. Physical row re-mapping will break the protection
provided by ZebRAM.
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3 Threat Model and Assumptions
Our threat model for RowHammer PTE-based privilege es-
calation attacks is aligned with other RowHammer attack
studies in the literature [10, 12, 13, 31, 32, 37, 38]. Our as-
sumptions are:

• The kernel is secure.
• The systems have no dedicated hardware to defend
against RowHammer effects, and the DRAM chips in
the systems are vulnerable to RowHammer effects,
reflecting the observation that a wide variety of DRAM
modules are generally vulnerable [28].

• Large true-cell regions (e.g., each consists of 512DRAM
rows) are identified and known at the system level.
This can be achieved as discussed in Section 2.2.

• An attacker has low (user-mode) privilege with limited
access permissions to the system and wants to perform
a privilege escalation attack to acquire escalated privi-
leges through the RowHammer attack.

4 Cell-Type-Aware Memory Allocation
We identify that the necessary condition for all PTE-based
privilege escalation attacks is a special property we call PTE
self-reference [10, 13, 32, 37, 38], where the “physical page
frame” field of a victim PTE can be corrupted to reference
page table pages, or PTPs (i.e., a physical page that contain
PTEs). Because page tables map virtual addresses to physical
memory pages, obtaining read-write permission to a PTE
is equivalent to obtaining read-write access to all physical
memory pages. Once the attacker corrupts a victim PTE in
this way, the attacker gains the highest privilege (root) access
in the attacked system.

Our goal is to defend against RowHammer PTE-based priv-
ilege escalation attacks by destroying the PTE self-reference
property. Our technique is called Cell-Type-Aware (CTA)
memory allocation. CTA extends the generic memory man-
agement system in an OS with minimal design complexity
and is unique in that it introduces no system-level overhead,
requires no hardware modifications, and is completely trans-
parent to applications.

Overview. Our CTA memory allocation technique destroys
the PTE self-reference property by imposing two key system
invariances. These two invariances make it impossible for
the PTE self-reference property to be true as shown in the
proof of the No Self-Reference Theorem below. These two
system invariances are:

1. All page tables are allocated above a low water mark
in the physical address space3, and all regular data
objects must be allocated below the low water mark.

3Actually, we only require all page tables to be allocated in specific physical
address space where a fixed set of address bits are all ‘1’s. Without loss of
generality, we use the low water mark in this paper for a clear illustration.

2. The PTE pointer (i.e., the physical page frame number)
is monotonic, meaning that the pointer only decreases
in value even in the presence of RowHammer-induced
bit-flips utilizing large memory blocks that contain
only DRAM true-cells.

Theorem (No Self-Reference Theorem). Given that page
tables are stored above a low water mark P, containing point-
ers to pages all below P, and that all pointers in page table
entries are stored in true-cells, then no pointer p can point
back to any page table entry e after a RowHammer attack.

Proof. ∀p ∈ page table, where p are the pointers to the mem-
ory addresses of allocated pages, p < P.

∀e , where e are memory addresses of entries in the page
table, e > P.
Let γ (p) be the value of pointer p after a RowHammer

bit-flip.
For p stored in true-cells, ‘0’ bits in p cannot change to ‘1’

bits.
Therefore, γ (p) ≤ p
Since ∀p < P, then ∀γ (p) < P
Since ∀e > P, then ∀γ (p) < ∀e
Therefore, no γ (p) can point to any page table entry e . □

The LowWaterMark for Page Tables. Figure 4 illustrates
the effects of the low water mark defined in the physical
memory address space, ensuring two properties:
Property (1): The only pages that are allowed to be allo-

cated above the low water mark are pages that contain page
tables. No user-level process can directly access the mem-
ory region above the low water mark, therefore preventing
deterministic RowHammer attacks that rely on memory tem-
plating, such as Drammer [37].

Property (2): All page table pages must be allocated above
the low water mark. Since the low water mark restricts the
physical address space where a page table can reside, an im-
mediate consequence is that there is a much smaller chance
that a RowHammer attack will succeed. In this scenario, it is
less likely for an attacker to find a PTE to physical address
mapping such that specific bits in the PTE will be flipped in
the exact manner intended by the attacker.
Although CTA memory allocation requires a low water

mark, just defining a low water mark is not sufficient, be-
cause a PTE can still achieve the self-reference property (see
Figure 4. In Section 5 we discuss the high probability of such
cases).

With the lowwater mark constraint, one way to guarantee
that the self-reference property cannot be achieved is to
make sure that for every page table access the “physical
frame number” field always points to regions below the low
water mark. This straightforward check involves hardware
changes in systems that use hardware memory management
units to perform page table walk (e.g., all x86 systems), which
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(a) PTEs with the Low Water Mark

(b) PTEs without the Low Water Mark

Figure. 4. Illustration on the Effects of the LowWater Mark.

is highly undesirable because they cannot be deployed in
legacy systems where only software changes are possible.
Another approach is to perform target DRAM refresh to

refresh the physical regions above the low water mark more
frequently, thus reducing the occurrence of RowHammer-
induced bit-flips in this region. But this approach also in-
volves hardware and circuit-level changes.

Our novel CTA solution constructs monotonic pointers
in the regions above the low water mark using true-cells in
DRAM only, which does not require any hardware changes.

ConstructingMonotonic Pointers inTrue-cell Regions.
We construct a monotonic pointer by placing it in DRAM
true-cells4. Large blocks of true-cell regions above the low
water mark can be determined in each DRAMmodule by run-
ning a one-time-only system-level DRAM test as discussed
in Section 2.2.
Consider the same RowHammer attack scenario in two

systems: (1) PTEs with monotonic pointers (Figure 5a), and
(2) PTEs without monotonic pointers (Figure 5b). In Fig-
ure 5a, the bit-flip errors in the true-cell row are ‘1’→‘0’,
and hence the corrupted PTE always points to the physical
address which is less than the original correct physical ad-
dress. For example, if the PTE originally references a data
object at physical address 0x01100000, the corrupted PTE
(due to RowHammer-induced charge leaking) can point only
to 0x00100000, 0x01000000, or 0x00000000, because the PTE
is mapped to true-cells. On the other hand, Figure 5b shows
that a victim PTE may point to any physical addresses and
thus compromise system security.

4In true-cells, while most errors are ‘1’→‘0’ bit-flips, there is a very small
probability that an error can go the other way due to circuit effects such
as voltage coupling [19]. We will show in Section 5 that this probability is
small enough so that it has no practical impact on the effectiveness of our
CTA memory allocation technique.

(a) PTEs with Monotonic Pointers

(b) PTEs without Monotonic Pointers

Figure. 5. Illustrations onVictimPTEs under a RowHammer
Attack. (a) Victim PTEs with monotonic pointers only point to
the addresses lower than the physical address of the target data
object, and there is no security concern. (b) Victim PTEs without
monotonic pointers may point to any physical pages in the system,
compromising system security.

5 Security Evaluation
To test the effectiveness of our CTA mechanism, we per-
formed RowHammer attacks using RowHAmmer, the double-
sided RowHammering tool developed byGoogle’s ProjectZero
[32], in our design. RowHAmmer is one of the best probabilis-
tic RowHammer attack tools that exist. However, because
it cannot induce errors in the region above the low water
mark (which is not accessible by user-level processes), PTEs
cannot be corrupted and the attack will always fail. Also,
deterministic RowHammer attacks such as Drammer [37]
will not work with our technique either because the attacker
does not have access to the region above the low water mark
to perform memory templating.

We present a new probabilistic RowHammer attack algo-
rithm (Algorithm 1) that is tailored to attack a system using
our CTAmechanism. ZONE_PTP in this algorithm is defined
as the memory region above the low water mark.

for each physical page in the system below the low water
mark do

Fill ZONE_PTP with PTEs that point to the same
physical page; (1)

for each row r in ZONE_PTP do
Perform RowHammer on r ; (2)
Check all PTEs in r’s victim rows to see if PTE
self-reference is achieved; (3)

end
end

Algorithm 1: A RowHammer Attack Algorithm to a Sys-
tem Equipped with CTA memory allocation.
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Step (1) may be achieved by first mapping a file into mem-
ory (e.g., using mmap()), and then creating many references
to the same file so many different virtual addresses will point
to the physical address of the same file, similar to [32]. Here
we assume that the attacker is able to map the file to a differ-
ent physical page each time (e.g., perhaps using tricks that
take advantage of specific properties in the memory buddy
allocator), so that the attacker can brute-force through all
physical memory addresses. Step (2) can be done by repeat-
edly accessing virtual memory address va, where va’s physi-
cal address translation is provided in one of the PTEs in r,
and flushing the TLB frequently [37]. Step (3) can be accom-
plished by reading the contents of all the virtual addresses
whose corresponding PTEs are brought into ZONE_PTP, and
then guessing if the data content follows a pattern that is
similar to a PTE, as suggested by [32].

In this algorithm, the reason the attacker must brute-force
through all physical page addresses below the low water
mark is because, the attacker, as a user-level process, does
not have access to the exact physical address a virtual ad-
dress is mapped to (a well-accepted condition in existing
RowHammer attacks [10, 12, 13, 31, 32, 37, 38]). If the at-
tacker were able to figure out the physical address that a
virtual address is mapped to, he could try all combinations of
PTP indicator values, where PTP indicator is defined as the
specific bits in the physical address that must be all ‘1’s in
order for that address to lie in ZONE_PTP. It is not possible
in real-system settings, however, for an attacker to discern
the mapping of a virtual address to a physical address, so
instead the attacker must use brute-force.
We next derive the probability that an attack based on

Algorithm 1will be successful.We also derive expected attack
time to demonstrate that such an attack is impractical.

For an attack to be successful, all bits in the PTP indicator
must be ‘1’s for at least one physical PTE entry in ZONE_PTP
(i.e., satisfying the self-reference property) as a result of
the RowHammer attack. We refer to these PTE locations as
exploitable PTE locations. Let n be the number of bits in PTP
indicator, Pf be the probability that a bit is vulnerable to
RowHammer effects, P0→1 and P1→0 be the probability of a
‘flippable’ bit flipping from ‘0’→‘1’ and ‘1’→‘0’, respectively,
in true-cells. Then the probability that a PTE location is
exploitable is:

Pexploitable =
n∑
i=1

(
n

i

)
(Pf P0→1)

i (1 − Pf P1→0)
n−i

The term (1 − Pf P1→0)
n−i in the formula above accounts

for the cases where the bits are already ‘1’s prior to the
attack and must not be flipped to ‘0’, otherwise the hamming
distance between the physical address in a victim PTE and
the attacker’s desired value (all ‘1’s in the PTP indicator) may
increase. Also, this formula implicitly assumes that a bit-flip

in parts of a PTE that do not belong to the PTP indicator
field do not have any effect on the probability.
In the ideal case, P0→1 = 0 and P1→0 = 1 in true cells.

Therefore, Pexploitable = 0. However, empirical studies found
that P0→1 = 0.2% and P1→0 = 99.8% due to other complex
circuit-level effects (e.g., voltage coupling) [19]. Moreover, Pf
is also experimentally observed to be around 10−4 in a wide
variety of DRAM modules [19, 37]. Using these values, for a
system with 8GB physical memory and 32MB ZONE_PTP (a
configuration used in our implementation and shown to be
sufficient in Section 6.3), n is 8, so Pexploitable = 1.6 × 10−6,
and the total number of PTEs in ZONE_PTP is 32MB/8Bytes
= 4,194,304. The expected value of exploitable PTE locations
is therefore 6.7.

It is possible to enhance our defense by manually restrict-
ing the number of 0’s in the PTP indicator, which decreases
Pexploitable exponentially. Consider the case where physical
memory addresses with less than two 0’s in the PTP indicator
( (

8
1)
28 = 3.12% of the total 8GB physical memory) are allocated

only for trusted processes and the kernel only, i.e., there are
at least two 0’s in the PTP indicator in the attacker’s process.
In this case, an exploitable PTE location requires at least two
‘0’ → ‘1’ flips in the PTP indicator. The expected value of
exploitable PTEs is 4.69× 10−6 in systems with 8GB physical
memory and 32MB ZONE_PTP, meaning that an attacker
can expect to attack successfully in one out of 2.04 × 105
systems. The expected number of exploitable PTE locations
for different cases are shown in Table 2.
Now we assess expected attack time for an attack based

on Algorithm 1 assuming that exploitable PTE locations
are randomly distributed. Using our implementation on an
actual i7-6700 quad-core system at 3.4 GHz with 8GB DDR3
physical memory and running Linux, we observe that Step
(1) takes approximately 184ms excluding the time to establish
the desirable virtual to physical mapping. Step (2) takes at
least 64ms, which is the DRAM refresh interval [19]. Step (3)
uses memcmp() and takes approximately 600ns for each PTE
in our implementation (which is similar to existing work
[37]).
Using a typical memory row size of 128KB [37], each

DRAM row contains 16,384 PTEs, and the 32MB ZONE_PTP
contains 256 rows. There are 221−8, 192 physical pages in an
8GB system. In the case where there is no restriction on the
number of ‘0’s in the PTP indicator, the average attack time is
worst −case attack time / (⌈expected number o f PTEs⌉+1)
= (221 − 8, 192) × (184ms + 256(64ms + 16, 384× 600ns))/8 =
57.6 days. In the case where we make sure that there at at
least two 0’s in an attacker’s PTP indicator, given that the
attacker is successful (in one out of 2.04×105 systems), the av-
erage attack time isworst −case attack time/2 = 230.7 days,
assuming that there is exactly one exploitable PTE location
in the system. The expected attack time for different cases
are also summarized in Table 2. Compared to 20 seconds, the
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Table 2. Expected Number of Exploitable PTEs and Expected Attack Time. (Pf = 10−4, P0→1 = 0.2%)

Physical Memory No Restriction in PTP Indicator Restrict ≥ Two ‘0’s in PTP Indicator
32MB PTP 64MB PTP 32MB PTP 64MB PTP

8GB # of Exploitable PTEs 6.7 11.73 4.69 × 10−6 7.04 × 10−6
Attack Time (Days) 57.6 70.3 230.7 457.3

16GB # of Exploitable PTEs 7.54 13.41 6.03 × 10−6 9.38 × 10−6
Attack Time (Days) 102.7 122.4 462.3 918.3

32GB # of Exploitable PTEs 8.32 15.08 7.54 × 10−6 1.20 × 10−5
Attack Time (Days) 185.1 216.5 925.5 1840.3

Table 3. Expected Number of Exploitable PTEs and Expected Attack Time. (Pf = 5 × 10−4, P0→1 = 0.5%)

Physical Memory No Restriction in PTP Indicator Restrict ≥ Two ‘0’s in PTP Indicator
32MB PTP 64MB PTP 32MB PTP 64MB PTP

8GB # of Exploitable PTEs 83.59 146.36 7.3 × 10−4 1.09 × 10−3
Attack Time (Days) 5.42 6.18 230.7 457.3

16GB # of Exploitable PTEs 93.99 167.18 9.40 × 10−4 1.46 × 10−3
Attack Time (Days) 9.73 10.86 462.3 918.3

32GB # of Exploitable PTEs 104.38 187.99 1.17 × 10−3 1.88 × 10−3
Attack Time (Days) 17.46 19.47 925.5 1840.3

fastest RowHammer attack time reported in the literature
[37], our CTA techniques slows down the attack time by six
orders of magnitude for successful attacks, rendering such
attacks impractical.

Note that, without our CTA approach, it is possible for the
32MB ZONE_PTP to consist of anti-cells only. In this case,
the expected number of exploitable PTE locations is 3354.7,
which translates to an expected attack time of 3.2 hours. This
result demonstrates the ineffectiveness of a low water mark
approach alone, as well as the importance of CTA.
Since Pf and P0→1 are important parameters in this anal-

ysis, we consider an extremely pessimistic case where Pf
is increased by 5× and P0→1 in true-cells is increased from
0.2% to 0.5% (more than doubled) to account for possible fu-
ture DRAM technology scaling effects. We report in Table 3
the expected number of exploitable PTE locations as well
as expected attack time. For the “no restriction” case, the
attack time is much reduced to 5.43 days. However, this is
still 2.3 × 104x longer than the fastest RowHammer attack
time of 20 seconds. In this case, it is possible to further couple
our technique with an anomaly detection techniques such as
ANVIL [3], which detects RowHammer-like activities using
hardware performance counters, as well as other zero-day
malware detection techniques [6, 11, 35], which now may be
performed infrequently to significantly reduce their system-
level overheads and/or enhanced with more sophisticated
algorithms to improve their effectiveness, because we are
able to dramatically slow down the attack time.
In the case where we ensure that there are at least two

‘0’s in the PTP indicator, the expected attack time is still
230.7 days which still makes the attack impractical. The
expected attack time did not change because in both Tables

2 and 3, with the number of expected PTE locations being
significantly less than 1, it is not likely that there are more
than 1 exploitable PTE locations in the systems where the
attack is successful. Thus we assume exactly 1 exploitable
PTE location which yields the exact attack time in both cases.

6 CTA Memory Allocation
Implementation and Evaluation

We demonstrate our CTA memory allocation for page tables
above a low water mark in a system prototype by modifying
a Linux kernel for the x86-64 architecture to provide a proof-
of-concept countermeasure to the RowHammer PTE-based
privilege escalation attacks. We implement our approach
on two different systems, (1) Ubuntu 14.04.5 (Linux kernel
4.4.0-124-generic) with Intel i7-6700 quad-core CPU at 3.4
GHz and 8GB physical memory, and (2) Ubuntu 16.04 (Linux
kernel 4.4-0-141-generic) with Intel Xeon Silver 4110 32-core
CPU at 2.1 GHz and 128GB physical memory.

6.1 Implementation Details
Enforcing a Low Water Mark for Page Tables. To allo-
cate all page tables above a low water mark in physical mem-
ory, we make small modifications to the Linux zoned buddy
allocator that manages physical memory pages [4, 8, 23, 24,
37]. The zone buddy allocator divides physical address space
into a number of distinct, non-overlapping zones.
For example, in the 32-bit x86 architecture (Figure 6a),

there are three zones:
• ZONE_DMA. The first 16MB of the physical memory.
• ZONE_NORMAL. The memory region from 16MB to
896MB.
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(a) 32-bit Memory Zones (b) 64-bit Memory Zones

Figure. 6. Physical Memory Zones.

• ZONE_HIGHMEM. Thememory region from 896MB
to the end of the memory space.

In the x86-64 architecture (Figure 6b) there are also three
zones:

• ZONE_DMA. The first 16MB of the physical memory.
• ZONE_DMA32. The memory region from 16MB to
4GB.

• ZONE_NORMAL. The memory region from 4GB to
the end of the memory space.

When an application (user process) or privilege software
requests a new memory page, a GFP (Get Free Pages) flag is
passed to the allocator to issue the request, which, among
other information, includes a zone flag to indicate that the
allocator must first try to allocate from the particular zone
specified in the flag. The buddy allocator then searches for
free pages in that zone. If the zone is full or its free pages are
not large enough to fulfill the request, the buddy allocator
searches in the next zone in an order specified in zonelist. In
the x86-64 architecture, for example, the zonelist specifies
ZONE_NORMAL, ZONE_DMA32, and ZONE_DMA, in that
order. If the allocator cannot find free pages in all zones
to fulfill the request, the kernel swap daemon (kswapd) is
awakened to swap in free pages for each zone.

In our CTA memory allocation implementation, we define
a new zone, ZONE_PTP, at the end of the physical mem-
ory space (i.e., memory locations with the highest physical
addresses). The OS is also modified to guarantee two rules,
corresponding to Property (1) and Property (2) in the low
water mark discussion in Section 4:

Rule (1): All page table page allocation requests are served
from ZONE_PTP only, and they are not allowed to fall back
to lower order memory zones.

Rule (2): Only page table pages can reside in ZONE_PTP.
Following these rules, the specific modifications we made

in a x86-64 system involve:
(1) Adding the new ZONE_PTP definition to the buddy

allocator, including their size and address range. This zone

Figure. 7. New Linux Buddy Allocator with CTA.

Figure. 8. New Memory Zone Map with CTA.

buddy allocator will manage free physical pages in this zone
separately from other zones. We also modify the upper limit
of the memory zone that resides in the highest physical
addresses in the original system (e.g., ZONE_NORMAL in
x86-64 and ZONE_HIGHMEM in x86) so that it does not over-
lap with the new zone. The new buddy allocator is illustrated
in Figure 7.

(2) Extending the GFP flag with a new option, __GFP_PTP
to specify that the request must be fulfilled by allocating free
memory in ZONE_PTP only.

(3) Changing the the kernel function pte_alloc_one, which
is responsible for sending page table page allocation requests
to the buddy allocator whenever a new page for page tables
is needed, to send such requests with __GFP_PTP instead
of trying to obtain free pages from other zones. Since all
page table page requests are initiated in the pte_alloc_one
function, rule (2) is satisfied.

(4) Augmenting the memory allocation procedure to han-
dle memory requests in ZONE_PTP only (and preventing
the search of free pages in any other memory zones) when
it receives a request with __GFP_PTP is received. Note that
there is no change to requests that specify the original zones
in the GFP flag. The algorithm thus satisfies rule (1).

Memory Allocation with True-Cells in ZONE_PTP. As
discussed in Section 2.2, DRAM cell types typically alternate
every N physical DRAM rows with N = 512 being the most
commonly reported number [19]. Under this model and with
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DRAM row size of 128KB [37], the size of a consecutive true-
cell/anti-cell region is 512 × 128K = 64MB, meaning that
true-cell and anti-cell regions alternate every 64MB.

For PTEs to achieve the monotonicity property, only true-
cells should be used in ZONE_PTP, and we must marked
any anti-cells as invalid. This is achieved by decomposing
ZONE_PTP into multiple sub-zones specified in a data struc-
ture called zonelist, where each sub-zone contains a con-
secutive true-cell or anti-cell region. The page table page
allocation algorithm in ZONE_PTP proceeds by searching
each true-cell sub-zones (ZONE_TCs in Figure 8) sequen-
tially, and skipping all anti-cell sub-zones. Note that this
implementation works for any value of N .

6.2 Effective Memory Capacity
In our current implementation, the anti-cell sub-zones in
ZONE_PTP are left unused so it can be considered as a cost
due to memory capacity loss. Consider a system where the
size of ZONE_PTP (which counts only the true-cell regions)
is less than or equal to 64MB. In the worst case, an anti-cell
region of 64MB sits at the highest physical address is marked
as invalid, which results in 0.78% DRAM capacity reduction
for an 8GB memory system. Using the same argument, for
every 64MB increment of of ZONE_PTP, we need to add
another 0.78% capacity loss.

It is possible to salvage the anti-cell regions by allocating
them for the kernel or for trusted applications. However, this
makes the implementation more involved and complex. For-
tunately, we find that a 32MB ZONE_PTP is sufficient in com-
mon cases (see Section 6.3). So we do not consider the more
complex allocation algorithm for anti-cells in ZONE_PTP
because the worst-case 0.78% DRAM capacity reduction is
very minimal (in the best case, a true-cell region occupies
the highest address and there is no memory capacity loss).
In the less common case where a DRAM module mostly

consists of true-cells (e.g., true-cell to anti-cell ratio of 1000s:1
as discussed in Section 2.2), our technique works the same
way but imposes much smaller memory capacity loss. We
are not aware of DRAM modules that consist mostly of anti-
cells; in this case, however, the high-level idea and results of
CTA, pointer monotonicicy, and memory zoning still applies:
we just need to use segregated PTP zones whose physical
addresses contain all ‘0’s in a set of PTP indicator bits.

6.3 Performance Evaluation
A limitation of the low water mark approach is that all page
table entries may not fit above the low water mark for ap-
plications that require many entries. As a result, swapping
back and forth between memory and external storage may
occur and potentially impact application performance. This
impact is not typical since programs are fundamentally de-
signed to avoid TLB thrashing to achieve high performance.
In this section, we show in our real-system evaluation that
performance impact is mostly negligible.

Table 4. Benchmark Performance Impact with CTA.

SPEC2006 8GB System 128GB System
perlbench -0.40% 0.66%
bzip2 0.34% 0.00%
gcc -0.24% 0.00%
mcf 0.65% 1.22%
gobmk -1.30% 0.60%
hmmer 0.57% 0.09%
sjeng 0.00% 0.20%
libquantum 0.00% 0.60%
h264ref 0.52% 0.29%
omnetpp 0.00% 0.19%
astar 0.44% -0.18%
xalancbmk -1.40% -0.49%
Mean -0.07% 0.04%

Phoronix 8GB System 128GB System
unpack-linux -1.15% 0.35%
postmark 0.58% 0.00%
ramspeed:INT -0.42% -0.63%
ramspeed:FP -0.31% -0.36%
stream:Copy -0.32% 0.08%
stream:Scale -0.42% 0.31%
stream:Triad -0.16% 0.51%
stream:Add -0.53% 0.54%
cachebench:Read 0.12% 0.34%
cachebench:Write 0.31% 0.84%
cachebench:Modify 0.25% 0.00%
compress-7zip 0.73% 1.34%
openssl -0.03% -0.75%
pybench -0.41% 0.10%
phpbench 0.62% 1.08%
Mean -0.08% 0.25%

We configure a 32MB ZONE_PTP in our evaluation (larger
ZONE_PTPs are expected to have smaller performance im-
pacts). The workloads used in our evaluation include the
SPEC CPU2006 benchmark suite [16] with CPU-intensive
and memory-intensive workloads, and the Phoronix bench-
mark suite [29] which covers more general characteristics of
typical applications.We run each SPEC program 10 times and
each Phoronix program 100 times, and report the average.
Table 4 summarizes the results of our performance eval-

uation (8GB System and 128GB System refer to the system
with 8GB and 128GB physical memory, respectively). In gen-
eral, CTA memory allocation does not introduce measurable
performance overhead in the system. In fact, we observe a
slight performance improvement of 0.07% in SPEC CUP2006
and 0.08% in Phoronix benchmarks in the 8GB System. Im-
provement observed in system performance may be due to
random fluctuations in real-system settings or imprecise ex-
ecution scores measurement. The key point that our results
demonstrate is that our technique does not introduce any
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performance overhead in a wide range of typical applica-
tions. These results can be explained by obtaining the total
memory space occupied by page tables, which is 26MB in
the x86-64 Linux system. We also perform the same analysis
for a 32-bit ARM architecture with Android Marshmallow. In
a typical mobile use scenario with moderate loads, the space
taken up by page tables is only 8MB. A 32MB ZONE_PTP is
therefore sufficient in these cases.

6.4 Summary
Our complete CTA memory allocation with a PTP low wa-
ter mark involves 18 lines of new or modified code in the
kernel and are completely transparent to applications. Such
minor modifications only affect page table allocation, while
all other memory requests and the general memory man-
agement procedures work the same way as the design in
the original Linux kernel. Thus, our technique introduces
minimal system performance impact, which is confirmed by
our performance evaluation. Although we show the imple-
mentation in Linux, memory zones are generally supported
in modern operating systems (windows, android), and our
implementation may be easily adapted for various systems.

7 Discussions
Multi-Level Page Tables and Multiple Page Sizes.With
multi-level PTs, if a single page size is used, our CTA tech-
nique that places only the first-level PTs in a true-cell-based
PTP zone is sufficient. Higher-level PTs are not exploitable
in the threat model we considered because all pages pointed
to by these PTs are accessible by the kernel only even if
the pointers are corrupted [25]. Of course, a bit-flip in the
user/supervisor permission (such that a supervisor privilege
is downgraded to user) may result in security vulnerabilities.
However, this is a completely different threat model and is
considered extremely difficult (there is no illustration on
attacks that successfully exploit such vulnerabilities so far).
If multiple page sizes are used, high-level PTEs can also

point to user data. For example, in x86 with PAE paging
or 4-level paging enabled, a ‘0’ in bit 7 (the page size bit)
of a high-level PTE indicates that the PTE is pointing to
a lower-level PT, and a ‘1’ means that it is pointing to a
2MB or 1GB data page [14]. If high-level PTEs are pointing
to user data, RowHammer PTE-based privilege escalation
attacks can be performed in these levels by creating the self-
reference property the same way as done on the first-level
PTEs. Our solution is to use multiple levels of true-cell-based
PTP zones. Each PTP zone is dedicated to a different level
of PTs, and higher-level PTP zones are physically placed
in higher physical memory addresses than the lower-level
ones (the support for multiple-level PTP zones can be easily
extended on top of our CTA implementation discussed in
Section 6). Following the same argument as the proof in

Section 5, we can prove that the self-reference property is
destroyed in all levels of PTEs.
An additional consideration in the multi-level PTP zone

solution is that, a ‘1’→‘0’ flip in the page size bit (which is
valid in true-cells) will create malicious PTEs that allow an
attacker to gain illegal access to the entire physical memory
(since these PTEs are originally user data that can be freely
manipulated by the attacker prior to the bit-flip). However,
just like it is difficult to flip a specific permission bit, it is
difficult to flip the page size bit. To completely eliminate
this attack scenario, we can perform system-level tests to
screen out any “exploitable” physical addresses and prevent
the system from using them to map high-level PTs. This is
possible because, for each PTP zone, we know the exact bit
locations that will correspond to the page size bit in all PTEs.
Virtual Machine Support. Our CTA technique can be ex-
tended in virtual machine environments with appropriate
hypervisor support. To ensure that ZONE_PTP in a guest
OS is mapped to true-cell regions in high physical memory
addresses only, small modifications to the hypervisor are
required: the hypervisor would manage the highest physical
true-cell addresses in a special zone, ZONE_HYPERVISOR,
and assign a section of ZONE_HYPERVISOR to a guest OS
for it to use as ZONE_PTP. All regular data allocation will
be served by physical memory addresses that are below
ZONE_HYPERVISOR. This way, we ensure that PTE self-
reference cannot be achieved between different VMs and
within a VM.
DRAM Row Re-mapping. In the case of row re-mapping
(i.e., a faulty row is mapped to a spare which is commonly
applied by DRAM manufacturers to improve manufacturing
yield [36]), it is necessary to use a spare row with the same
cell type as the original to keep the sense amplifiers working
correctly. Therefore DRAM row re-mapping has no impact
on our CTA memory allocation technique and evaluation.

8 Broader Applicability
Except for RowHammer PTE-based privilege escalation at-
tacks, a number of security and reliability protections can be
achieved with the general monotonicity property and CTA.
We discuss some examples of these case in this section.
Permission Vector Protection. Monotonicity and CTA
memory allocation provides a reliable mechanism to protect
permission vectors. Many security-critical data structures
use bit vectors to represent permission attributes. For exam-
ple, Linux uses a permission field consisting of 3 permission
bits to represent the read, write, and execution permissions
of a file, where ‘1’ in the permission bit means the user is
allowed to do the operation, and ‘0’ means the user is de-
nied from executing the operation. Consider a fault attack
that aims to induce bit-flips in the permission bits used for
authentication purposes (e.g., using RowHammer attacks)
to obtain confidential information. If a bit-flip causes the
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corresponding permission bit to change from “denied" to “al-
lowed", confidential information may be disclosed, violating
the confidentiality security property. On the other hand, if
the permission bit is changed from “allowed" to “denied", it
means that a legitimate user is no longer granted access to
the corresponding information, but the confidentiality prop-
erty is not violated. Since most true-cells have ‘1’→‘0’ bit-flip
errors, we can expect with high probability that permission
bits will not flip from “denied” to “allowed” if we allocate
permission vectors on true-cells only. In other words, with
CTA, we are able to predict the error consequences to the
system, and limit the effects of bit-flip errors.

The same protection mechanism applies to other permis-
sion vectors, such as the physical page access permissions
specified in lower bits of a PTE, and access vectors in SELinux
(Security-Enhanced Linux [34]), which achieves mandatory
access control using these vectors for both data objects and
system operations to determine if a subject has the correct
permission to perform a particular operation to an object.
Countermeasures to Coldboot Attacks.Data contents in
DRAM do not disappear immediately after the computer sys-
tem is power-off, and will be kept on DRAM cells as long as
the capacitor is not fully discharged. This process is called
DRAM remanence. If DRAM chips are placed in an environ-
ment with very low temperatures, DRAM remanence can
be observed for up to a few minutes. Coldboot attacks take
advantage of this property to retrieve encryption keys from
a running operating system [15, 27, 33]. Here the assumption
is that the attacker has obtained physical access to a system
with encrypted data. The attacker shuts down the system
while an encryption process is being executed, which means
that encryption keys are placed in DRAM. The attacker than
reboots the system in a very low-temperature environment
(Coldboot) to retrieve the all DRAM contents, including the
encryption key, during boot time.
We can take advantage of the monotonicity property in

true-cells and anti-cells to defend against Coldboot attacks.
We reserve a set of true-cells and anti-cells with long reten-
tion time values for detection purposes (retention time of
each memory cell can be profiled using system-level meth-
ods as well, just like identification of true- and anti-cells).
Every time a system reboots, we mandate a new initial step
in the system for it to read the values of this reserved set of
cells. The bootloader then proceeds with the boot process if
all reserved true-cells are ‘1’ and all reserved anti-cells are ‘0’.
At this point, almost all cells would have lost their capacity
charge from the last power-on session, so it is extremely
unlikely that an attacker can obtain any useful information.
Otherwise, it automatically shuts the system off to prevent
information leakage.
Efficient Error Detection. Error detection and correction
codes are a well-known mechanism to detect and correct
errors in memories. These coding scheme incorporate a num-
ber of redundant bits added to data bits as parity bits.

Since ‘1’→‘0’ bit-flip errors are predominant in true-cells,
the hamming weight of data in true-cells is likely to decrease
monotonically when bit-flip errors occur, where the ham-
ming weight is simply the number of 1’s in the data. By
the same argument, hamming weight of data in anti-cells
is likely to increase monotonically in case of bit-flip errors.
Consider a software coding scheme where we store the data
in true-cells and the hamming weight of the data on anti-
cells. Whenever the data is read from memory, this coding
scheme detects errors accurately with high probability by
simply counting the hamming weight in the data and com-
paring it to the hamming weight value stored previously on
anti-cells. This scheme is quite efficient. Only one instruc-
tion is required (POPCNT in x86, or VCNT in ARM) to count
the hamming weight of the data, and only log(n) additional
bits are required to store the hamming weight of an n-bit
data. This coding scheme may suffer from a small number
of false positives as well as false negatives due to the small
probability that errors can from ‘0’→‘1’ in true-cells and
‘1’→‘0’ in anti-cells, but it offers an interesting design point
for applications that can tolerate small imperfections in data
(e.g., approximate applications) running in environments
with unreliable memories, or for systems with more relaxed
reliability requirements.

9 Conclusion
RowHammer attacks are a serious threat to all modernDRAM-
based memory systems. In the context of DRAM systems,
we identify an interesting asymmetry due to the presences
of true-cells and anti-cells, which imposes monotonicity in
data objects as charge in capacitors leaks. Based on this ob-
servation, we present an elegantly simple, yet extremely
effective countermeasure to RowHammer PTE-based privi-
lege escalation attacks called CTA memory allocation. This
defense mechanism allocates page table pages in true-cells
above a low water mark only to achieve monotonicity in PTE
pointers under a RowHammer attack, which breaks the PTE
self-reference property. Our proofs show that CTA memory
allocation renders PTE-based privilege escalation attacks
impractical, and our implementation of CTA memory alloca-
tion in the Linux operating system further demonstrates the
practicality of our approach.

While we focus here on RowHammer PTE-based privilege
escalation attacks, we also discuss other scenarios in which
the monotonicity property can defend against other memory
attacks. In future work, we plan to investigate the effective-
ness of the monotonicity property and formalize their roles
in defending other attacks. A new insight we have gained
through the development of this work is that asymmetry
or monotonicity can be potentially applied to other secu-
rity problems broadly, and we also plan to extend this work
beyond memory attacks.
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