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ABSTRACT

Designing a system in an era of rapidly evolving application be-
haviors and significant technology shifts involves taking on risk
that a design will fail to meet its performance goals. While risk
assessment and management are expected in both business and
investment, these aspects are typically treated as independent to
questions of performance and efficiency in architecture analysis.
As hardware and software characteristics become uncertain (i.e.
samples from a distribution), we demonstrate that the resulting
performance distributions quickly grow beyond our ability to rea-
son about with intuition alone. We further show that knowledge of
the performance distribution can be used to significantly improve
both the average case performance and minimize the risk of under-
performance (which we term architectural risk). Our automated
framework can be used to quantify the areas where trade-offs be-
tween expected performance and the “tail” of performance are most
acute and provide new insights supporting architectural decision
making (such as core selection) under uncertainty. Importantly it
can do this even without a priori knowledge of an analytic model
governing that uncertainty.
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1 INTRODUCTION

Computer architecture has always been governed by a combination
of physical laws, human creativity, and economic realities. The
decision to invest the engineering hours, the design and test in-
frastructure, and the initial fabrication costs into a new design is
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never taken lightly. However, the lack of a clear forecast for both
new technologies and new application domains means that this
investment now involves significant new risks. The new focus on
big data and deep learning applications [10, 45], the threat of the
end of Moore’s Law [51], and the emergence of new chip tech-
nologies [27, 40], new memory technologies [24, 30, 48] and new
computing devices and paradigms [3, 11, 41] add up to a computing
landscape wrought with uncertainty.

Dealing quantitatively with this uncertainty, and the risk it cre-
ates, requires both new concepts and new tools. Computer archi-
tects tend to focus on quantifying and optimizing performance
metrics such as IPC, throughput, and power efficiency but gener-
ally fail to consider how exposed to risk a class of designs might be.
As we explore in this paper, even with fairly simple assumptions
these new trade-offs can lead to surprising relationships. The end
goal of this new line of work is to help find designs more robust to
the impacts of uncertainty than performance-only-optimal designs
while still maintaining very strong performance in the common
case.

While the true risks a company takes on when attempting to
bring a new architecture to market vary from complex partnerships,
to infringing intellectual property, to marketing missteps, in this
paper we concentrate on architectural risk. Architectural risk,
intuitively, is the degree to which the performance of a design is
fragile in the face of unknowns. In many industrial settings high
level design decisions are made at the level of spreadsheets and
other high-level analytical models or data points drawn from past
experience. Most do not consider the uncertainty in the assumptions
being made nor the fragility of the decisions with respect to those
uncertainties. Here we concentrate on such analytical models of
architecture; however, a significant confounding factor (for both
academics wishing to study this problem and industry professionals
wishing for good tools to exist) is that data for such models in this
space is very closely guarded.

For a technique to be successful it must be able to extract useful
models of uncertainty from the limited data points available to each
manufacturer. For example, given some example data points relat-
ing the performance of a set of designs to the amount of resources
they consume, one should be able to say something about the im-
pact of the uncertainty underlying those data points without
assuming they are drawn from a very specific distribution. We
describe a technique by which fewer than 50 data points can be
used (even assuming no a priori knowledge) to effectively estimate
a host of established architecturally relevant distributions for the
purpose of quantifying the impact of uncertainty. Building from
this contribution we show how even seemingly straight-forward
questions such as core selection can lead to some surprising new
interactions. Being “risk unaware” can lead you to decisions that
not only have less desirable distribution but can even be strictly
sub-optimal even when only considering expected (i.e. average case)
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Figure 1: Relationship between uncertainty and architec-
tural risk.

performance. Our methodology is encapsulated in a new tool, avail-
able on github!, which performs this analysis automatically through
a mix of statistics, symbolic algebra, and simulation.

To provide some background to this new risk-aware analysis,
we begin in Section 2 with more precise definitions of uncertainty
and risk in connection with computer architecture performance
modeling. We also define an example system to which we will
later apply our analysis. In Section 3 we describe how we use a
hybrid analytic and sampling based framework to automatically
propagate uncertainties to calculate architectural risk in high-level
performance models. In Section 4 we then apply our framework to
perform a risk-aware CMP design space exploration and examine a
series of related questions. With this understanding of our analysis
in place, we then discuss the relationship of this work to the other
system modeling and performance evaluation efforts in Section 5.
Finally, in Section 6, we conclude our analysis and discuss future
directions for this new approach.

2 ARCHITECTURAL RISK

Uncertainty and risk are commonly used terms in many fields
including economic and financial analytics, but it is important to
be clear about their meaning here. In general risk is a function of
the impact of uncertainty on the return of the system. In economics,
uncertain events may include hikes in the price for raw materials,
emergence of a serious competitor on the market, the loss of key
personnel, and so on. Each event has some impact on the system (e.g.
loss of sales, failure to recover payment). These impacts are then
typically unified, by some function, to a common metric. Decisions
are then made with an understanding of the risk in conjunction with
expected outcome. These trade-offs can lead to the development of
entirely new financial instruments.

In computer architecture our default metric is performance (or
some combination of performance and energy). We typically talk
about the expected performance without discussing the tail of the
distribution of performance. Risk here maps one-to-one with the
economic notion of risk [28]: we have uncertainty in what we know;
those uncertainties manifest as changes in the performance of the
system; the impact of those changes can then be quantified as risk.
Figure 1 captures this idea graphically.

For example, in Amdahl’s Law, the “return” is the speedup over
performance of unit core. The inputs are f, which is the paralleliz-
able portion of the program, and s, which is the speedup over the
parallelizable code. When considering uncertainty in this case, the
“uncertain events” are unexpected values in f and s. The probability

!https://github.com/UCSBarchlab/Archrisk.git.
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of these unexpected events can be modeled by some underlying
distribution. The cost in terms of performance variations associated
with the unexpected input values can be depicted as some cost
function (or risk function) C.

Definition. In this work, we define architectural risk in Equa-
tion 1 and 2.

Re:C(Pe,p)v P, <P (0

Dle€E XE;yx... XE, Re @
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The above equation 1 captures the architectural risk under the

ArchR =

impact of some unexpected event e. P is the reference performance
(or target performance of the design). If the reference performance
is guaranteed to be achieved there is defined to be no risk. P is the
real system performance under the impact of event e. C is the cost
function (or risk function) and is usually subjective to the system
designer or project manager. One might be interested in the proba-
bility of any unexpected event happening and thus defining a step
risk function; Another might be interested in some certain events
and their impacts and thus defining a piece-wise risk function; A
third may only be interested in the monetary loss due to perfor-
mance difference (e.g. less performant chips may be binned and sold
at lower prices) and thus defining a mapping between performance
and dollars. Equation 2 aggregates the risk captured by Equation 1
and takes the average across all possible event combinations, where
E; through E, are the sets of unexpected events for each type i of
uncertainty. The performance P in the definition is not limited to
execution time but is a broad term and can be any metric depending
on what the system model is trying to evaluate.

We propose that computer architectures are exposed to three
major sources of uncertainties: projection uncertainty, process un-
certainty, and design uncertainty; most of which can be tracked at
different levels of the system stack.

Projection uncertainty comes from assumptions one has to
make about the future. At the application level, a system design may
target a specific set of applications, but those target applications
may shift or change based on our understanding of the problem or
new optimization techniques. We often implicitly estimate future
workload behavior with measurements of existing workloads. At
the device level, systems may target underlying technologies still
working their way out of the research labs. The performance of
these future technologies is predicted by their physical models
and there is usually some degree of uncertainty on how well they
perform.

Process uncertainty comes from the manufacturing process
itself. While semiconductor manufacturing is an incredibly precise
process, when the probability of any fault is integrated over billions
of transistors we are left with a distribution of devices. Some will
work exceedingly well, others will under perform, while still others
will fail to work at all. However, unlike projection uncertainty,
under process uncertainty each chip is a new “roll of the dice”.

Design uncertainty comes from the hardware design process
itself. Components (e.g. cores and accelerators) with unresolved
critical errors or introducing significant security vulnerabilities may
be prevented (through a variety of means) from being accessible
in an initial roll outs of a product. This class of uncertainty is
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a growing concern in the more heterogeneous and accelerator-
dominated architectural design regime we are now faced with,
and mechanisms for “partitioning out” features is an increasingly
common practice.

Note that there is a philosophical distinction between the un-
certainties we discussed above (leading to architectural risk) and
the inaccuracy of an analytic model or simulator of a real system.
It is possible to reduce the measurement inaccuracy with better
modelling, more comprehensive workloads, increasingly detailed
simulation, etc. — but in the end measurement inaccuracy could be
eliminated given enough resources. However, even if one had infi-
nite resources, the uncertainties we proposed above will still exist.
It is much harder (or even impossible) to remove such uncertainties
without a fundamentally new understanding of the future?. From a
more practical standpoint, measurement error and the techniques
one may use to reduce it [15, 34, 47], might either be grouped in
with projection error or stand alone as a fourth category. However,
we do not explore that trade-off in this work.

Importantly, it does not take many of the above interacting
forms of uncertainty to make the complexity of such interactions
impossible to intuit. A successful system addressing this issue must
meet the following constraints:

(1) it needs to work well on the types of uncertainty present in
architectural analysis as described above

(2) it needs to require as few as possible assumptions about
the distribution governing the behaviors observed for each
aspect of uncertainty examined

(3) it needs to work with the very sparse amounts of data avail-
able to characterize such distributions; and

(4) it needs to be automated to a degree that architects are not
bogged down with the algebraic management and equation
solving in exploring these design spaces.

2.1 An Example System Under Analysis

While there are many times that architects make analytic estimates
of system performance, one of the most well studied is the hetero-
geneous core selection problem of Hill and Marty [23] as described
succinctly in Table 1. Under this model one chooses the best per-
forming core design to execute the serial code (Equation 6) and
uses the aggregated performance of all cores to execute the par-
allel code (Equation 7). Pollack’s Rule [6] is used to model core
performance as a function of resources consumed (Equation 9).
Designs are bounded by the total area/resource available on chip
(Equation 10). In addition to these classic assumptions, we also
take communication overhead among different cores into account,
denoted as c in Equation 4, which is some fraction of the sequential
workload. The amount of communication overhead is proportional
to the total number of cores on chip (Equation 8). This overhead is
extensively studied in [53] and can be setup/tear down time for the
parallel computation, synchronization during parallel execution, or
any other overhead introduced along with parallelization.
Although real processor design is far more complicated, we show
that even this simple model is significantly confounded by the in-
troduction of uncertainty. Uncertainty in the inputs, even here,
results in surprising outcomes (as detailed more in Section 4) and

2This is the difference between “aleatoric” and “epistemic” uncertainty.
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Table 1: Closed form model of performance.
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demonstrates the importance of new techniques to support this
reasoning more rigorously. Our framework is by no means limited
to these sets of equations only but can be applied to evaluations of
different architectures including accelerators [2], different optimiza-
tion objectives like power efficiency [52], or linked to more detailed
simulators [9, 38]. As more parameters are added and more com-
plex models are required this should make our proposed approach
strictly more valuable and intuition even less reliable.

2.2 Uncertainties in our Example System

There are a total of five types of uncertainties that might be con-
sidered under the above model of a system. Uncertainties in target
application behavior impact f and c (a future application running
on the system might have a different level of parallelism and/or a
different unit communication overhead than the benchmarks used
to measure the system performance during design). Uncertainties
in process/manufacturing can affect both Pcore; (different core in-
stances may end up with varying performance properties due to
intra-die variation) and N¢ore; (due to fabrication defects impacting
yield). Uncertainties in design may also have an effect on Pcore; in
that, upon a design bug or failure, cores of that design might not
work at all.

Each of these uncertainties is a complex thing to understand.
For a technique to be useful it must not be highly sensitive to the
assumptions about the distributions governing these unknowns.
Often times we may have only a few tens of data points from which
we can infer an underlying distribution. Later, in Section 3 we
will describe exactly how this can be done in an automated way
using a reversal of the classic power transform, but to evaluate the
effectiveness of this approach we need hidden reference models to
serve as a ground truth.

Pulling from the extensive literature on variation, yield, and
program behavior, Table 2 summaries the hidden “ground truth”.
Our technique will attempt to capture the important aspects of
these analytically from a few samples and no knowledge of the
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Table 2: Hidden uncertainty models.

Binomial(M, p)
f~—t

11
- 1y
Bi ial(M
o inomial(M, p) (12)
M
Neore; ~ Binomial(M, yieldcore;) (13)
Pcore; ~ Bernoulli(p) x LogNormal(u, o) (14)
dxA )
yieldcorei =(1+ %)—a (15)

equations themselves. For N¢ore;, i.e. the number of cores that are
actually working, from its physical definition, we model it by a
binomial distribution ranging [0, N]. N is the designed number of
core; but each with only some probability of functioning properly
taking after chip yield rate [14] (Equation 13, 15). Pcore; is mod-
elled by the product of a LogNormal distribution ranging (0, oo]
and a Bernoulli distribution with probability p of taking value 1
(Equation 14). We model core performance in such a way that it is
exposed to two types of uncertainty: design uncertainty and fab-
rication uncertainty. Although design uncertainties can result in
many consequences from degradation of performance to reduction
of reliability and so on [13], we only consider severe design bugs
that will lead to complete post-silicon failure of the component here.
This type of uncertainty naturally follows a Bernoulli distribution
by its definition, i.e. the component is either working or not. The
probability of failure is set based on reported statistics [18]. Fabri-
cation process uncertainty is modeled by the LogNormal part of
the distribution. When the design works, the actual performance of
each core also varies as a result of the fabrication process, leaving a
Gaussian-like distribution on the positive domain [39, 43, 44]. For
the LogNormal part, the location p and scale ¢ is computed such
that the mean performance follows Pollack’s Rule (Equation 9) and
the variance meets our desired level in experiments. For f and c, we
use a normalized binomial distribution to model their uncertainties
(Equation 11, 12). This distribution fits well to the characterizing
data for the PARSEC benchmarks [5]. Their range is bound to be
[0, 1], while p is set to the mean value. M, which is needed to con-
struct the Binomial distribution, is computed to satisfy the level of
variance we desire in simulation.

3 RISK-AWARE ANALYSIS FRAMEWORK

At a high level our technique requires two inputs. First, an ex-
ecutable architecture model under analysis (that relates a set of
mutually dependent parameters capturing constraints and depen-
dent variables to optimize). Second, a set of data points drawn from
the distribution whose uncertainty you wish to consider (e.g. a set
of points relating core resources and performance). If we can pull a
few points from the distributions governing these models and then,
without any knowledge of the model itself (just the values of the
specific samples drawn from it), construct a new model that has
close to the same optimization utility as the ground truth, it gives
us confidence that this will be useful when applied to a specific set
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of trade secret data by a manufacturer®. If the architecture model
can be described as a set of mutually dependent closed-form func-
tions and the uncertainty in distributional representations (e.g. a
large set of samples or sampling functions), our tool can symboli-
cally combine and partially solve the closed-form equations. From
this form, it can then inject and propagate uncertainty through to
the final responsive metrics so that risk can be calculated. First,
however, we need a way to extract (or approximate) such distribu-
tional representations of architecture uncertainty from a few initial
samples.

3.1 Architecture Uncertainty Model Extraction

Such approximation is done by a two-phase method shown in Fig-
ure 2. We first test if the data set can be transformed to normality
through the Box-Cox testing [8] in Step (@. If it cannot pass the
test (a rare case in practice), we apply Kernel Density Estimation
(KDE) methods [46] directly to the data set. These methods find a
best-fit non-parametric distribution in Step (2) and use its sampling
function to facilitate uncertainty propagation. Otherwise, we trans-
form the data set to normality using Box-Cox transformation in
Step 3, re-sample (bootstrapping) from the Gaussian distribution
in the transformed domain in Step @), and back-transform the sam-
ples to the original domain. Finally we reconstruct the distribution
in original domain in Step (& to approximate the hidden ground
truth. Although not as accurate as the best-fit non-parametric KDE,
such bootstrapping method enables us to hand tune the desired
uncertainty level in each variable and hence be able to explore
the trend as input uncertainties scale. We use the bootstrapping
method in our experiment to study the scaling behavior and to
examine the accuracy of such approximation, but in practice, a
non-parametric distribution is at most times sufficient to facilitate
accurate uncertainty analysis.

Figure 3 gives an example of the bootstrapping process. Figure 3a
shows the histogram generated from initial samples (the samples
are taken from a log normal distribution). Figure 3b shows the
histogram after transformation and the fitted Gaussian distribution

30f course with arbitrarily complex “ground truth” such a trick is impossible. In the
most general case this problem reduces to one of function inversion, which we know
from cryptography can be hard, but luckily the distributions that typically govern the
physical and program properties an architect would actually care about are ones that
we find are highly amenable to this technique.
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in the transformed domain. If the initial samples can pass box-cox
test, we are guaranteed to find a Gaussian distribution that fits the
transformed samples. Figure 3¢ shows the bootstrapped distribution
after back transformation to the original domain laid on top of the
original samples.

The output of this uncertainty modeling phase is a set of un-
certain variables along with their distributional descriptions to
facilitate uncertainty injection and propagation.

3.2 Model Transformation and Execution

In Figure 4, we present an overview with a simple example of how
the front-end modeling and symbolic execution works.

The first step @ is system modeling which builds mutually de-
pendent equations described in Section 2.1. The framework then
performs the following operations. 2) Each variable including un-
certain ones is then treated as a symbolic entity and the plain string-
formatted equations are passed to symbolic execution [50]. The
result is a set of algebraic equivalent equations with each symbol
sitting on the left-hand side in one equation. We break the solving
into steps and only resolve variables that are not uncertain, and
any uncertain variable on the right-hand side in the equations is

MICRO-50, October 14-18, 2017, Cambridge, MA, USA

( z = lambda(c, x): ¢ * (math.log(x)) * *2))

@ Partial | From System

Evaluation Modeling

Z: Distribution
+
Description From

@ Distribution l Uncertainty

Generation Modeling

(3) Substitution

v / /_]—
(p = lambda(a,b, c@ Ta *@—F b* math.log(x)+ c>

@ Monte Carlo
Simulation

v

({pi =lambda(a.b,c,z,)| z; € i‘andom.samp[e(Z,N)D

@ Distribution l

Reconstruction

l p: + l C: Risk Function ’

® Risk l

Calculation
Risk Estimation for
Responsive P

Figure 5: Back-end uncertainty injection and propagation.

kept unresolved in its original form. This is to support uncertainty
injection and propagation later. 3 The partially solved equations
are then converted into callable lambda functions. We also enforce
a fixed argument ordering in the lamdification process.

At the end of this process we have a set of callable functions that
are provided to the back-end for numerical computation.

3.3 Uncertainty Injection and Propagation

Figure 5 shows the back-end uncertainty injection and propagation
process.

Given the set of functions and uncertain variables, the frame-
work back-end then proceeds with the following steps. @ Each
uncertain variable gets evaluated first as long as there are no uncer-
tain variables in the right-hand side of their solutions. The values
of certain inputs, like ¢ and x in this case, should be provided by the
system designer. @ The framework then generates distributions for
all the uncertain variables. Based on their descriptions, the distri-
bution can be generated alone or together with the evaluated value.
In this example, the distribution of Z takes the evaluated value z
as its mean. 3 All uncertain variables appear in the argument list
of the lambda functions are then replaced by the corresponding
distributions. At the completion of this stage we have injected the
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desired uncertainties into the solved system model. @ Each func-
tion containing distributions or random variables in the argument
list is then evaluated by Latin-hypercube Monte Carlo simulation
N times [31]. The result of the Monte Carlo simulation is a set of
values for each responsive variable in the system. (3 We then re-
construct a distribution from the set of values for each responsive
variable. At this point, the uncertainties in the inputs are propa-
gated into the distribution properties of the responsive variables.
There are systematic errors associated with the Monte Carlo simu-
lation but, in our experiments, we keep N sufficiently large (we use
N =10, 000) to keep the errors negligible. (® Finally, we calculate
risk based on the distribution of the responsive variable and the
risk function provided.

4 ANALYSIS OF RISK ON CORE SELECTION

Building from the framework and ground truth models discussed
above, we now carry out an analysis on the classic Hill and Marty
core selection design problem and demonstrate how performance
and risk interrelate and can even be co-managed. The design ques-
tion is essentially: what cores and how many of them should we
put on a CMP in the face of uncertainties? We bound the design
space to populate by constraining the total chip size (or resources)
to be 256 units and consider the full spectrum of designs (rather
than just one big-core coupled with many tiny cores). Specifically
we ask the following questions which will be answered by a series
of implications we draw from our experiment results:

e How does uncertainty manifest and interact in the system?

e How sensitive is CMP performance in the face of uncer-
tainty?

e Is the conventional risk-oblivious design optimal in terms
of architectural risk? Furthermore, is it still optimal even in
terms of expected performance?

e When is there a trade-off space between architectural risk
and expected performance? What does the trade-off space
look like?

e What configuration/design is favored when one considers
risk?

After exploring the design space with ground truth distributions,
we show that our approximation method still leads to optimal or
near-optimal designs from only a handful of samples. Such partial
information about the underlying uncertainty distributions is often
the case in early modeling and design cycles. While we primarily
consider architectural risk in the form of performance, we further
demonstrate the use of this analysis in evaluating monetary risk
function using both ground truth distributions and the approxima-
tions.

4.1 Uncertainty Manifestation

Experiment Setup. In order to answer the question of how un-
certainty manifests in the output, we inject a total of five types
of uncertainties into the four input variables of our model. The
uncertainties we inject are application characteristics uncertainties
in f and c, process variation in Pcore; and Neore; as well as design
uncertainty in Peore;-

Table 3 describes how much uncertainty we inject. With o = 0,
the inputs are certain values (f, ¢, ﬁcorei and Ncorei), the resulting

W. Cui et al.

Table 3: Injected uncertainties.

Uncertain Value
Input Certain Value
Mean Std
f f f o-(1-f)
c ¢ ¢ o-¢
P core; P; P; o-P;

Fabric NcoreiNBinomial(Ncorei, yieldcore;)

Design

Pcore; ~ Bernoulli(o - y) X Peore;

performance is the conventional “certain” result without propa-
gated uncertainty. With o > 0, f is centered on f with a standard
deviation of o - (1 — f), such that the standard deviation of f is
kept small enough that f only varies at the least significant digit
of f and does not completely change the application to another
category (again, we are being conservative here and a larger un-
certainty will make the risk even more important). Similarly, ¢ is
centered on ¢ but with a standard deviation of ¢ - ¢ as c in itself is
very close to 0. As for core performance P¢ore;, the performance
uncertainty is centered around pwrei and the standard deviation
is set to be ¢ - ﬁcorei. There are two special types of uncertainty
that are not centered around the corresponding certain values. The
fabrication uncertainty is added when we consider that each core
has a probability of failure (not functioning properly). We keep
yield rate for each type of core evaluated constant throughout the
computation. Table 4 lists the yield rates computed using Poisson
chip yield model [29]. Note that yield rate is not dependent on o
but only on core size. Design uncertainty is modeled by a Bernoulli
with probability o - y, and we set the intrinsic probability y based
on an estimation of existing data [18].

Table 4: Yield rates.

core size 8 16 32 64 128

yield 98% | 96% | 92% | 85% | 75%

We hand-tune the injected uncertainty level o from 0 to 1 for four
different categories of applications and three different architecture
designs. The four applications are characterized by different values
of parallelizable portion f and unit communication overhead é. We
call f = 0.999 high parallelism (HP) and f = 0.9 low parallelism
(LP). We refer to ¢ = 0.001 as low communication cost (LC) and
¢ = 0.01 as high communication cost (HC). To see the impact we
consider three example designs which are symmetric (32x8) and
asymmetric (1x128 + 16x8) designs from Hill and Marty’s setting
as well as an extended full heterogeneous architecture in which 5
types of cores are present.

Results and Discussion. In Figure 6, we show examples on the
resulting performance distribution. The mean of the performance
distribution should be the expected performance under uncertain-
ties and its standard deviation (or variance) measures how much
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Figure 6: Performance distribution under uncertainties.
“Sym Cores” stands for a configuration of 32x8 ( 32 small
cores of size 8), “Asym Cores” stands for a configuration of
1x128 + 16x8 (one large core of size 128 and 16 small cores of
size 8), and “Hetero Cores” stands for a full heterogeneous
configuration of 2x8 + 1x16 + 1x32 + 1x64 + 1x128.

each chip differs from one another in terms of performance. The
shape of the distribution also matters in that it relates to how much
architectural risk a design is exposed to. Based on our architectural
risk definition in Section 2, given a reference performance (or per-
formance goal), risk is essentially a weighted area under the curve
to the left of the performance goal. Looking at the figure, an impor-
tant observation is that the resulting performance distribution is
very irregular even with our simple and regular input distributions.

In Figure 7, we present how the expected performance under the
impact of input uncertainties behaves as ¢ increases. In most cases,
input uncertainties lead to worse expected performance compared
to its “certain” version, while in some cases, a strong uncertainty,
especially on f and c, can lead to better expected performance
because of the asymmetric impact f and ¢ have on performance.
For example, in the asymmetric architecture with an application of
f =0.9and ¢ = 0.001, an f = 0.9 + 0.1 will raise the performance
from 36.38 to 37.93 (an 1.55 increase) while an f = 0.9 — 0.1 lowers
performance to 34.96 (an 1.42 decrease). In another word, given the
same deviation from f, the impact of a higher f is greater than the
impact of a lower f, resulting in a better expected performance.
From an architectural point of view, this asymmetric impact results
from the fact that asymmetric design often fits applications with
more inherent parallelism better.

If we compare the performance across different applications for
the symmetric design, we can see that when f gets smaller (uncer-
tainty on f gets larger) and ¢ unchanged, the impact of uncertainty
on f becomes dominant (compare the first and third figure on the
first row), while when c gets larger (uncertainty on ¢ grows) and
f unchanged, the impact of uncertainty on ¢ becomes dominant
(compare the third and fourth figure on the first row). This obser-
vation holds for all three designs and meets our expectation that
the uncertainty on the dominating characteristic of the application
has a greater impact on the output.

If we instead pick an application and compare across all three
designs, we can tell that the performance “boost” brought by the
asymmetry on f and ¢ diminishes as the chip becomes more hetero-
geneous. The same example math of f = 0.9+0.1and f =0.9-0.1
suffices to show that the asymmetry is barely observable in the very
heterogeneous design. In another word, the more heterogeneous
the chip is, the less sensitive to application uncertainty it is.
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Another observation begins to surface in this comparison study.
The overall impact of uncertainty on core performance P¢ore; be-
haves differently for chips of different heterogeneity and hetero-
geneous chips are generally more sensitive to architectural uncer-
tainties. In the symmetric case, all cores are of the same size and
the uncertainty in the performance of each core cancels out one
another, leaving the result performance unchanged. While in the
asymmetric case, the collection of the small cores still behave in
such a way, but when the big core has a degraded performance,
it has a much larger impact on performance that cannot be offset
by the other smaller cores. In the very heterogeneous design, how-
ever, the collective behavior of the cores contributes to a better
expected performance. This explains why the impact of architec-
ture uncertainty grows when the architecture design becomes more
heterogeneous.

Figure 8 gives three examples of the uncertainty in the output of
the model as the input uncertainties vary. In general, uncertainty
in performance grows as the input o increases. This follows our
intuition that the more uncertain the input is, the more uncertain
the output should be. Most of the input uncertainties propagate
through the model sub-linearly, indicating some tolerance for un-
certainty the model exhibits. We also compare across the designs
for the same application, and find out that the more heterogeneous
the chip is, the more uncertainty-tolerant it is.

A counter-intuitive fact is that the composite uncertainty in
the output is not simply an accumulation of all the input uncer-
tainties. In fact, the uncertainties are not even additive. To better
demonstrate this behavior, we conduct a series of experiments by
removing one type of uncertainty at a time. In Figure 9, we use
the asymmetric design as an example to show that the output un-
certainty sometimes rises when there is less uncertainty in some
of the inputs. This happens because uncertainty has two possible
effects on the output performance: it may contribute to a better
performance or it may lead to a worse performance. And different
components of the system (different inputs) respond to uncertainty
with different magnitudes, as well as directions (better or worse).
When combined, different uncertain inputs may enhance each other,
leaving performance shifted more from the expected value, while
in other situations they may attenuate each other reducing shifts
in performance.

In summary, regarding how uncertainties propagate and how
sensitive CMPs to these input uncertainties, we have the following
implications.

Implication 1. Uncertainties propagate through the model with
non-intuitive interaction, the resulting performance distribution
is beyond what a simple “back-of-the-envelope” estimation can
reveal.

Implication 2. The more heterogeneous the chip is, the less
sensitive its expected performance to application uncertainty, but
the more sensitive its expected performance to architecture uncer-
tainty.

Implication 3. The more heterogeneous the chip is, the more
tolerant/robust its performance is to input uncertainties.
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Figure 7: Uncertainty manifestation on output performance. Legend indicates which type of uncertainty is under considera-
tion, and expected performance is normalized to risk-unaware performance.
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Figure 8: Example uncertainty manifestation on output un-
certainty. Legend indicates which type of uncertainty is un-
der consideration and standard deviation is normalized to
risk-unaware performance.

4.2 Impact on Design

Given the complexity of propagated uncertainties in the three de-
signs above, we now expand our search space and explore how
uncertainty and risk may impact design decisions in the uncer-
tainty wrought design space.

Experiment Setup. The injected uncertainties are identical to
the setups in Section 4.1. We exhaustively enumerate all valid design
options. Each valid design option is a configuration taking up 256
on-chip resource units (a total size of 256) with a combination
of different cores, each of which having a size of power of two
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Figure 9: Non-accumulative output uncertainty for asym-
metric architecture. Legend indicates which type of uncer-
tainty is excluded and all means all types of uncertainty are
considered.

ranging from 8 to 256 (e.g. a valid design can be 32 cores of size 8,
1 core of size 256 or 16 cores of size 8 plus 1 core of size 128). Some
combination does not consume all the on-chip resources, and in
those cases, we group all resource left into one additional core (e.g.
8 cores of size 8 plus one core of size 192 is also valid). We also use
a quadratic risk function in this exploration. In other words risk is
the sum square of the performance loss below some reference due
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Figure 10: Impact on design of application uncertainties
and architecture uncertainties. o¢_app is the uncertainties
in f and ¢ and o_arch is the uncertainties in Pco.e; and
Neore;- “Opt” means conventional design is optimal in both
expected performance and risk. “Perf Opt Only” means con-
ventional design is only optimal in terms of expected per-
formance. “Sub-opt” means conventional design is strictly
sub-optimal in both expected performance and risk. “Sub-
opt + Tradeoff” means not only conventional design is sub-
optimal, there is also a trade-off space between performance-
optimal design and risk-optimal design.

to uncertainty for all eventualities. The idea is that performance
well below expectation is much worse than performance just below
expectation (similar to minimizing sum square error).

Results and Discussion. We present results considering both
architecture uncertainties (process uncertainty and design uncer-
tainty) and application uncertainties (uncertainty in f and c) in
Figure 10. The conventional performance-optimizing uncertainty-
oblivious design is at most times not the optimal choice not only
in terms of risk but also, very counter-intuitively, even in terms of
expected performance. If we take a look at the architecture uncer-
tainties (o_arch on the y-axis) and application uncertainties (o_app
on the x-axis) respectively, we can tell that architecture uncertain-
ties usually impose a larger impact on design decisions. In all four
types of applications, the optimal design shifting along the y-axis
occurs even when there is only 20% uncertainty or less. Meanwhile,
the application uncertainties shift the best design at a slower pace. If
we consider application uncertainty alone (with a fixed architecture
uncertainty), we can see that the application uncertainties shift the
risk-optimal design easily but the performance optimality shifts
only when application uncertainty is abundant. In one case where
parallelism is high and communication overhead is low, application
uncertainty does not shift the performance optimal design at all
even at a level of 100% of the mean.

An example trade-off space with LPHC application between
performance-optimal design and risk-optimal design is shown in
Figure 11. To help readability and understanding, we do not include
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all curves at every input uncertainty level in Figure 11a, but the
trends of other curves are very similar to the examples we show in
the figure. We can tell that the amount of input uncertainties shifts
the possible outcomes of all designs in the performance-risk space
and determines how the trade-off space look like. In most cases,
there exists a trade-off space between the performance-optimal
design and the risk-optimal design. Taking the curve marked in
Figure 11a as an example, one can mitigate almost 60% of risk at
the cost of less than 3% performance. Figure 11b zooms in on the
example curve and shows both the Pareto-optimal designs as well
as the non-optimal designs with relatively strong expected perfor-
mance (within 89% of the best expected performance) in the space.
Figure 11c further zooms in on the two representative designs on
the Pareto curve. We can see that having a more “concentrated”
distribution around the performance goal helps bring down the
architectural risk of the lower design, while the upper design has a
wider distribution leaving a larger risk but better expected perfor-
mance.

In summary, regarding how conventional design performs in the
uncertainty wrought design space, we have the following implica-
tions.

Implication 4. Conventional architectural risk-oblivious design
is at most times not the architectural risk optimal design when
there’s even moderate amount of input uncertainties. Conventional
design is also oftentimes not even optimal in terms of expected
performance, i.e. there is another core-configuration that yields
better expected performance in the face of uncertainty.

Implication 5. Architecture uncertainties usually have a larger
impact on design optimality while application uncertainties have a
relatively smaller impact.

Implication 6. At most times there exists a trade-off space be-
tween performance-optimal design and risk-optimal design, and
one can mitigate a good amount of risk at the cost of a relatively
small performance degradation.

Next we explore what exactly the optimal core configurations
are and what configurations are generally preferred in terms of
both expected performance and architectural risk using results with
LPHC as an example. Figure 12a gives the performance-optimal
core configuration distributions in our search space. If we consider
application uncertainty o_app alone, when it gets larger, the his-
tograms tend to grow towards the left edge and concentrate on a
few selections. This “concentrating” trend means that more asym-
metric configurations are generally favored when there is more
application uncertainty. This trend results from the asymmetric
impact we discussed in Section 4.1. A large core is needed to com-
pensate the performance loss due to a lower f or higher ¢ while
the herd of small cores are better performing than a distribution of
heterogeneous cores for parallel execution. However, when o_arch
gets larger, i.e. there are more architecture uncertainties involved,
we can see that the histograms tend to spread out across different
core sizes. This “spreading” trend indicates that less asymmetric
configurations are preferred when there is more architecture un-
certainty. This is due to the fact that mid-sized cores are chosen
because the performances of cores have variations and a mid-sized
core can step in during serial execution to compensate the perfor-
mance loss due to a less performant large core. Another reason is
that multiple cores of each type are chosen to fight the intra-die
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Figure 11: Example trade-off space between performance-optimal design and risk-optimal design. Each point in the space is
a performance distribution of a certain design (core-selection) at some input uncertainty level (denoted as a tuple of (o_app,
o_arch)) with the LPHC application. Performance is normalized to that of the conventional case (risk-oblivious performance-

optimal design). Risk is normalized to that of the performance-optimal design at each input uncertainty level.

process variation, leading to fewer core types on chip because of
total area/resource constraint. These two counter-directional trends
are the main reasons that the design space is very irregular and
complicated.

Similarly in Figure 12b, we show the optimal core configuration
for architectural risk optimal designs. Comparing with Figure 12a,
we can tell that in most cases a “spread-out” or more symmetric
configuration is needed to minimize architectural risk. However, the
general trend when uncertainty grows is a blend of such “spreading”
and those in Figure 12a and is very irregular and extremely hard, if
not impossible, to intuit.

To sum up, regarding what configuration/design is in general
more favorable, we have the following implications.

Implication 7. More symmetric configurations tend to mini-
mize architectural risk while more asymmetric configurations tend
to maximize expected performance in the face of uncertainties.

Implication 8. As application uncertainty gets larger, more
asymmetric configurations are preferred, while as architecture un-
certainty gets larger, more symmetric configurations are favored.

4.3 Approximating Uncertainty and Risk

In this section, we explore, when there is no a prior knowledge of
the hidden ground truth distributions of the input uncertainties but
merely a few samples drawn from them, how our approximation
method performs.

Experiment Setup. We take only k samples from each of the
distributional input uncertainties listed in Table 2. We then apply
our bootstrapping method discussed in Section 3.1 on these samples
to acquire approximations to the true uncertainty distributions. We
then again conduct an exhaustive search through the design space
using settings in Section 4.2 with the approximate uncertainties.

Results and Discussion. Figure 13 presents the approximation
quality. Aside from some numerical fluctuations, the general trend
is clearly showing that we can bound the error in terms of both
expected performance and risk within 5% with 50 samples or even
fewer. When the sample size exceeds 100, the quality of approxima-
tion is very stable and the approximation is very close to the hidden
ground truth. We will further show the approximation quality with
a concrete example in Section 4.4.

4.4 From Architectural Risk to Financial Risk

Now that we understand the impact of uncertainty and risk on core
selection, we take a step back and re-examine the meaning of our
risk function. The quadratic risk function used in above experiments
may seem a little abstract when it comes to interpreting the meaning
of its absolute value. One may ask the question of: what is the cost
in dollars if a sub-optimal design is chosen in the face of uncertainty?

To answer this type of question, a different risk function which
ties performance to a concrete dollar value in the market is needed.
Here we show an example using a simple monetary mapping for
normalized chip performance. Table 5 lists the relationship of nor-
malized performance and dollars estimated from a publicly available
CPU price list [25].

Table 5: Correlation between Normalized Chip Performance
and Market Value.

Perf | < 0.6 | [0.6,0.8) | [0.8,0.9) | [0.9,1.0) | > 1.0

$ 100 200 300 600 1000

The risk function is defined in Equation 16 to reveal risk in terms
of dollar cost due to performance uncertainty. We consider all input
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Figure 12: Core configurations of optimal designs for LPHC. Each design is represented in a histogram of core distribution.
Each bar in the histogram corresponds to the count for each type of core of which the size ranging 8, 16, 32, 64, 128, and 256
from left to right . o_app and o_arch both range from 0 to 1. Note that all designs are bounded by the same area constraint and
the y-axis of each histogram is not normalized to better show the ratio between different types of cores.
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uncertainties at ¢ = 0.2 with LPHC as an example and derive the
performance distribution of a risk-unaware optimal design, a risk-
aware optimal design with hidden ground truth, and an approximate
risk-aware optimal design with sample size k = 50 in Figure 14.
Based on our definition in Section 2, the architectural risk of the
conventional design is $348.53 which means $348.53 per chip on
average lost (compared to the price of a chip at performance 1.0)
due to uncertainty with an average case performance of 0.95. For
risk-aware optimal design with hidden ground truth, the architec-
ture risk is $293.64 with an average performance of 1.00. For the
approximated risk-aware optimal design, the architectural risk is
$301.38 with an expected performance of 0.99. At this point, for
this specific setting, we can answer that $47.15 per chip can be saved
with even better expected chip performance using an approximate
uncertainty analysis.

C(Pe, P) = $(P) - $(Pe) (16)

5 RELATED WORKS
5.1 Modeling and Design Space Exploration

As discussed earlier Hill and Marty extends Amdahl’s Law to multi-
core scenarios [23]. Altaf and Wood apply a similar analytical mod-
eling to estimate performance of system with accelerators [2]. Es-
maeilzadeh et. al. explore the power limit on mutli-core scaling
using an extension of Hill and Marty’s model [16]. This line of
analytical research has led to many works [12, 21, 49, 52] focusing
on different aspects of the system with different assumptions.

In addition to analytical models built purely from a high-level
inspection of the system, there is also a class of research using
empirical modeling which exploits statistical and machine learning
techniques to examine uncertainty for the purpose of inferring
a better system model [4, 9, 15, 22, 26, 32-38, 42]. Many of these
techniques begin with parametrized models and then statistically
fit the parameters. Alameldeen and Wood in particular examine
the variability in multi-threaded workloads [1] and, by injecting
random errors into the detailed simulator, develop a method to
account for this type of uncertainty in simulation. Most of the these
works address the problem of discovering good models and/or focus
on minimizing statistical errors from those models. Rather than
proposing a new model, or reducing errors introduced by existing
ones, we instead argue for a design and modeling approach that
embraces extrinsic uncertainties and provides tools for making good
decisions in the face of the associated risks. Although we examine
primarily an extension to the Hill and Marty model, our analysis
and framework can also be used with more detailed or complicated
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distribution derived from each design with LPHC application at an input uncertainty of o_app = o_arch = 0.2. These designs
correspond to the point in Figure 10 LPHC at coordinate (0.2, 0.2).

models as long as they can be expressed in, or approximated by, an
interacting set of closed form equations.

5.2 Economical Thinking and Computer
Architecture

This paper is certainly not the first to be inspired by economic think-
ing as applied to Computer Architecture. Bornholt et. al. deal with
application-visible uncertain data at the programming language
and runtime level [7]. Guevara et. al. combine market mechanism
and resource allocation techniques to explore datacenter architec-
tures [19]. Zahedi and Lee use game theory to study how to better
allocate hardware resource in a cloud environment [54]. Fan et. al.
also use game theory to handle power management in datacen-
ters [17]. Guevara et. al. tackle the problem of runtime variation in
datacenters and propose strategies to mitigate the risk of not meet-
ing performance target [20]. These and other papers concentrate on
the application of economic reasoning to better allocate resources
in the face of competing interests, rather than examining the cost
of extrinsic uncertainty on the high level design. Combining these
lines of work would be an interesting area for future exploration.

6 CONCLUSION

We are living in interesting times for computer architecture — both
from above by the applications, and below by the technology, we
find ourselves pressed between many new uncertainties. While
developing new computer system has always involved a risk of
failing to meet performance goals, the new magnitude of these
uncertainties may now lead to either overly conservative design
practices on one hand, or “fragile” designs on the other. The degree
to which uncertainty actually changes the expected performance
of a design (and thus the nature of what an “optimal” design re-
ally is) is not something that has been discussed much in prior
work. In this work we show that it is possible to define, model,
and quantify architectural risk. Luckily the ideas of risk and risk-
management are well understood in economics and by drawing

upon this expertise, we are able to describe a new analytic frame-
work for high-level risk-aware architectural analysis. We embody
this framework in a symbolic/statistical analysis system that eases
the exploration of these surprisingly complex design spaces. We
show that ignoring the degree to which parameters are unknown,
even under fairly simple and conservative performance model-
ing assumptions, can lead to designs with radically different risk
profiles. While there is always a design that maximizes expected
performance, we show (even absent the confounding factors of cost,
energy, thermal constraints, etc.) the “optimal” design may only be
a point in the risk-performance trade-off space.
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