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1. INTRODUCTION 

The Kolmogorov-Smirnov and Lilliefors tests allow us to evaluate the hypothesis 
that a collected data set, i.e. a random sample X 1 , . . . ,  X~, was drawn from a 
specified continuous distribution function F(X) .  For both tests, a determination is 
made of the numeric difference between the specified distribution function F(X)  
and the sample distribution function S(X)  defined as 

S(X)  = j /n,  j = number of points less than or equal to x. (1) 

If the sample X1 . . . . .  X~ has been sorted into nondecreasing order so that 
"" , Kmax (maximum X1 _< X2 _< • < X. then the Kolmogorov-Smirnov deviations + 

p o s i t i v e ) , / ~ .  (maximum negative), and Km~. (maximum absolute) are computed 
by the formulas 

+ T/1/2 Km~ = max {j/n - F(X,)} 

/C~a. = n ''2 max {F(Xi) -- (j -- 1)/n} (2) 
l_<j_<n 

+ 
Kma~ = max {Kma,~, K~m~,}. 

The distribution functions of + K ~ . , ,  /C~ . ,  and Kma~ are known and tabulated. 
We cannot reject the null hypothesis that  the sample was indeed drawn from the 
distribution F(X)  if the statistics computed do not exceed the critical values tabu- 
lated for the level of significance selected. For certain F(X) (see [4, 5]), tabulated 
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values of the test statistic distributions are available for the case where the actual 
parameters of F ( X )  have been replaced by estimates computed from the sample. 
The test also has application for certain spectral tests; see for example [2, p. 197]. 

Previous algorithms ([3, 6, and 7]) for computing these test  statistics are es- 
sentially identical to algorithm K below: 

ALGORITHM K(K+~, K~,~,,, g~,,) 

Knuth's algorithm for Kolmogorov-Smirnov test statistics [3, pp. 44]. 

Step 1. Obtain the n observations X~, X 2 , . . .  , X, .  
Step 2. Sort them so that XI _< X, _< ... _< X,.  

÷ 
Step 3. Compute K . . . .  K~=,  and K ~  by using eq. (2). 
end  K 

Since step 2 sorts the observations, it  requires O(n log n) time. The remainder of 
the algorithm takes O(n) time (assuming F ( X )  may be computed in a constant 
amount  of time 0 (1)) .  Hence the total  time required is 0 (n log n).  The algorithm 
we present in Section 2 computes the test statistics/C~ax,/C~,~, and Kma~ without 
explicitly sorting the X , .  This algorithm has a t ime complexity of O(n).  I t  applies 
equally well to the Lilliefors test  [1], which is very similar to the Kolmogorov- 
Smirnov test. In this test, the X, in eq. (2) are replaced by (X ,  - f~)/s,  where 
~: and s ~ are the usual unbiased estimates of the mean and variance of X. 

2. A LINEAR TIME ALGORITHM FOR THE KOLMOGOROV-SMIRNOV TEST 

Our algorithm for computing the values of K + a ~ , / ~ a x ,  and K~,ax for the Kolmogo- 
rov-Smirnov test proceeds by dividing the range of the cumulative distribution 
function F ( X )  into n ~- 1 intervals. The point y, 0 _< y < 1, lies in the interval 
[y.n]. For each of the n sample points 1 < i < n, the value of F(X , )  is computed. 
For  each of the n -t- 1 intervals, the number of sample points for which F ( X )  is 
in tha t  interval is recorded, together with the minimum and maximum values of 
F ( X )  achieved in tha t  interval. Theorem 2.l below shows that  this information is 
sufficient to enable an accurate determination of the values of + Kmax, /~a~ ,  and 
K . . . .  We first formally present the algorithm. Lemma 2.2 below analyzes the t ime 
and space complexity of this algorithm. 

ALGORITHM KS (n, K+~x, K ~ ,  K~x) 

This algorithm inputs n sample points and performs the Kolmogorov-Smirnov test against the 
cumulative distribution function F (X). The outputs of the algorithm are: 

K+~x : the K + maximum deviate 
K~ax : the K- maximum deviate 
Km,x : the absolute maximum deviate. 

Three vectors of size n ~ 1 each are made use of: 
NUM, : number of samples in bin i 
MAX, : maximum sample value in bini~ 0 < i  < n. 
MIN, : minimum sample value in bin i } 

Step 1 [Initialize] 
for i ~-- O to n do 

XMIN, ~'- 1 
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X M A X ,  ~ 0 
NUM, ~-" 0 

e n d  
Step 2 [Input observations and put into bins] 

f o r i ¢ - I  t o n d o  
i n p u t  X 
y ¢- F(X) 
j ~-- [$*nl //compute bin for X / /  
NUM, (-- NUM, + 1 
i f  M A X ,  < f t h e n  [MAXj ~-- f] 
i f  MINI > f t h e n  [MINi ~-- f] 

e n d  
Step 3 [Process each bin; find maximum positive and negative deviates] 

j~-O;  DP ~-- O; DN ¢- O; 
for i ~- 0 to n do 
i f  NUM, > 0 then [z ¢-- MIN, -- j / n  

i f  z > D N  t h e n  [DN *-- z] 
j ~--j + NUM, 
z ~ - j / n  -- M A X ,  , 
i f  z > DP t h e n  [DP (-- z] 
] 

e n d  
Step 4 [Compute K+~x, K~,x, and Km~.] 

K+~. (-- nl/2.Dp 
Km~x ~- nm*DN 

+ K ~ .  *-- max {K . . . .  K~x} 
r e t u r n  
end  o f  a l g o r i t h m  K S  

We now prove that  the above algorithm does in fact give the correct results. 
First we state a lemma that  will be useful in proving the correctness of our al- 
gorithm KS. 

LEMMA 2.1. Let  F ( x )  be an increasing, funct ion over the interval [a, b], and let 
xl  <_ • • • <_ x~ be k points in  the interval. Suppose F(b)  --  F ( a )  <_ 1~n for  arbitrary 

! 

n. Then, for  any  c and c ,  

max  ( ( i  + c ) / n - -  F ( x , ) )  = (k  + c ) / n - -  F(xk)  
l<~ <_k 

max  ( F ( x , )  -- ( i  + c ' ) / n )  = (1 + c ' ) / n  -- F(xx). 
1<_,<~ 

PaOOF. Obvious. 
K . . . .  KT, a., and Km~.  THEOREM 2.1. Algorithm K S  gives the correct values for  + 

PROOF. The proof is in two parts. First, we show tha t  it is sufficient to consider 
only the smallest and largest sample points in each bin and then that  algorithm 
KS determines accurately the index of these sample points if all sample points were 
sorted into nondecreasing order. 

(i) Since F(  ) is a cumulative distribution function, it must  increase monotoni- 
cally, i.e. x > y iff F ( x )  > F ( y ) .  Also, by  construction, the maximum deviation of 
F(  ) in any bin is 1/n .  Hence Lemma 2.1 applies and it is sufficient to consider 
only the maximum and minimum F( ) in each bin. 

(ii) Again, since F(  ) increases monotonically, all sample points in bin l are 
less than all sample points in bin l + 1, 1 < l ~ n. Therefore if X is the small- 
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Table I. Mean Executmn Times for the Kolmogorov-Smirnov Test 

6 3  

Computing time (msee) 

K KS 

Sample Number of standard standard 
Distribution raze, n experiments mean deviation mean deviation K/KS 

Exponential 100 50 17.8 1.0 9.0 .9 1.98 
500 30 107 2.7 44.3 1.8 2.42 

1000 20 231 2 88 2 2.63 
5000 5 1342 8.9 439 5 .9  3 .06 

Uniform 100 50 15.9 .8 7.2 .7 2.21 
500 30 97.9 2 .5  35.2 1.6 2.78 

1000 20 213.5 4.6 71.8 2.9 2.97 
5000 5 1260 5 352 8 3.58 

Normal I00 50 25.9 1.3 17 1 1.52 
500 30 147 3.7 84 2 .9  1.75 

1000 20 308 10.3 168 5 .7  1.83 
5000 5 1760 31 838 20 2 .1  

est and Z the largest sample point in bin l, then the number of sample points less 
then X is ~-~0_<,<~ N U M ,  and the number greater than or equal to Z is 
~'~0<,_< z N U M , .  

(i) and (ii) show that  the correct values for K+,x and/C~,~ are obtained. By defini- 
tion of K ~ ,  the correct K ~  is also obtained. 

LEM~, 2.1. The time complexity of algorithm K S  is O(n).  The space required 
is 3n -t- c for some constant c. 

PROOF. Obvious. 

3. EMPIRICAL TESTS 

In order to determine the relative performance of our algorithm on practical sample 
sizes, we programmed algorithms KS and K in Fortran and ran several tests on the 
Cyber 74. The sorting method used for algorithm K was heapsort. Three distribu- 
tion functions, normal, exponential, and uniform, were tried so as to reflect the 
differences in the computing times for F ( ) .  Table I presents the results obtained 
for various sample sizes. The times are the mean computing times over several 
experiments. As can be seen from this table, algorithm K required from about 
two to three times the time required by our algorithm KS. This difference will, of 
course, become larger for larger sample sizes. 

4. CONCLUSIONS 

We have presented a linear time algorithm for the Koimogorov-Smirnov and Lillie- 
fors tests. While this algorithm is faster than those of [1, 3, 6, and 7], one should 
note that  this speedup is obtained by avoiding a sort of the sample. If  the sample is 
already known to be sorted or has to be sorted for some other reason, then the values 
of + Km~x,/C~ax, and Kmax can be computed more efficiently by a direct application 
of eq. (2).  Thus we recommend the use of algorithm KS when the sample is neither 
sorted to begin with nor has to be sorted for some other purpose. 
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