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2005 Interactive Digital Multimedia IGERT Participants 

Fellows/Trainees: 
Maria del Mar Alvarez Rohena, Computer Science  
August Black, Media Arts and Technology 
Laura Boucheron, Electrical and Computer Engineering 
Stephen DiVerdi, Computer Science  
Julie Dillemuth, Geography 
Barbara Drescher, Psychology 
Peter Khooshabeh. Psychology 
Justin Muncaster, Computer Science 
Dan Overholt, Interdisciplinary PhD 
Michael Quinn, Electrical and Computer Engineering 
Wesley Smith, Media Arts and Technology 
Bob Sturm, Electrical and Computer Engineering 
John Thompson, Music 

 Alex Villacorta, Statistics 
 Nhat Vu, Electrical and Computer Engineering  

2005 Research Associates: 
 MarkDavid Hosale, Media Arts and Technology 

Thomas Kuo, Electrical and Computer Engineering 
Mary Li, Electrical and Computer Engineering 
Lance Putnam, Media Arts and Technology 

 Bhaskar Rao, Media Arts and Technology 
 Brian Springer, Art Studio 
 Jason Wither, Computer Science 

High School Research Apprentices: 
 Max Wiedmann and Shane Kendrick 

Alumni: 
Tony Boughman, Geography 
Carlos Castellanos, Media Arts and Technology 
Ethan Kaplan, Media Arts and Technology  

Faculty Advisors: 
 Kevin Almeroth, Computer Science  

Keith Clarke, Geography 
Miguel Eckstein, Psychology  
Sara Fabrikant, Geography  
Jerry Gibson, Electrical and Computer Engineering  
Michael Goodchild, Geography 
Mary Hegarty, Psychology  
Tobias Hollerer, Computer Science  
S. R. Jammalamadaka, Statistics 
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JoAnn Kuchera-Morin, Media Arts and Technology / Music 
George Legrady, Media Arts and Technology / Art  

 B.S. Manjunath, Electrical and Computer Engineering 
Rich Mayer, Psychology 

 Marcos Novak, Media Arts and Technology / Art 
Lisa Parks, Film Studies 
Marko Peljhan, Media Arts and Technology / Art  
Stephen Pope, Media Arts and Technology 
Curtis Roads, Media Arts and Technology 
Kenneth Rose, Electrical and Computer Engineering 
Ambuj Singh, Computer Science  
Matthew Turk, Computer Science / Media Arts and Technology 

Postdoctoral Researchers: 
 Matthias Kölsch, now at the Naval Postgraduate School 

Xinding Sun, now at Microsoft   

New IGERT Trainees in 2005-2006 (and degree institutions): 
John Roberts, Computer Science 
 B.S., San Francisco State University 
Joriz DeGuzman, Computer Science 
 B.S., California State University, San Bernardino 
Emily Moxley, Electrical and Computer Engineering 
 B.S., Princeton University 
Jim Kleban, Electrical and Computer Engineering 
 M.S., Rutgers University 
Bo Bell, Music 
 M.M., City University of New York, Brooklyn College 
Drew Dara-Abrams, Psychology 
 B.S., Carleton College 
Brent Hecht, Geography 
 B.A., Macalester College 
Matt Peterson, Psychology 
 M.S., U.C. Santa Barbara 
Karl Grossner, Geography 
 B.S., California State University, Chico 

External Advisory Board: 
Dr. Michael Century, Chair of Arts Department, Rensselaer Polytechnic Institute 
Dr. Tony Chan, Dean of Physical Science, College of Letters and Science, and  

Professor of Mathematics, University of California, Los Angeles 
Dr. Fiona Goodchild, Education Director, California Nanosystems Institute, University of  
 California, Santa Barbara 
Dr. Ramesh Jain, Donald Bren Professor in Information & Computer Sciences, 

Department of Computer Science, University of California, Irvine 
Dr. Alvy Ray Smith, co-founder of Pixar, retired 
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Interactive Digital Multimedia IGERT Annual Research Review 

Year 2: 2004-2005 
 

Year in Review 
As we conclude the second year of our NSF Interactive Digital Multimedia (IDM) IGERT program, 

we note significant growth in the number and diversity of the supported students, and most importantly, 
the overall high quality of the funded research.  Perhaps unique within the NSF supported IGERT 
program, we have students from three different academic traditions on campus:  Engineering, Science, 
and the Humanities.  With an emphasis on interdisciplinary collaboration, our IGERT fellows again 
formed diverse teams to take on projects exemplifying multimedia research.  In some cases, these projects 
coalesced around a specific topic spanning multiple academic fields.  In other cases, student with 
independent topics came together, combining their results into one single technical/artistic effort.  Our 
IDM IGERT projects address problems ranging from visualizing and auralizing datasets to interacting 
with computers and intelligent spaces.  Three students spent the summer of 2005 interning with industry:  
two at IBM Almaden Research Center, and one at Los Alamos National Labs. 

Also, three students received federal funding this year to continue their research in interactive digital 
multimedia:  Julie Dillemuth received a 2005 Graduate Research Fellowship from NSF; Pete Khooshabeh 
received a fellowship from the Department of Homeland Security; and Mike Quinn received a fellowship 
to participate in the NSF LEAPS Program (Let’s Explore Applied Physical Sciences) at UCSB. 
 
 

IGERT Seminar Series 
Our seminar series proved to be very well-attended in 2004-2005.  Here is a list of our invited 

speakers: 
 
10.15.2004 Prof. Michael Zyda, MOVES Inst., Naval Postgraduate School 
10.29.2004 Prof. Hong Tan, ECE, Purdue University 
11.05.2004 Prof. Shawn Brixey, Digital/Experimental Arts, University of Washington 
01.14.2005 Prof. Mihaela van der Schaar, ECE, UC Davis 
01.21.2005 Prof. Michael Goodchild, UC Santa Barbara 
01.28.2005 Dr. Ilya Goldberg, National Institute of Health 
02.04.2005 Mr. Florian Hollerweger, Tech. University of Graz (MATP Visiting scholar) 
02.11.2005 Dr. Keith Butler, Boeing Phantom Works 
02.18.2005 Prof. Ram Seshadri, Materials (Ethics Seminar), UC Santa Barbara 
02.18.2005 Dr. Xavier Amatriain, Pmpeu Fabra University, Barcelona 
03.04.2005 Prof. Stephen Pope and Student Guests, UC Santa Barbara 
04.01.2005 Prof. Ismo Rakkolainen, FogScreen, Visiting Researcher in 4Eyes Lab 
04.08.2005 Prof. Hari Sundaram, Arts, Media, and Engineering, Arizona State University 
04.15.2005 Prof. Ulrich Neumann, Computer Science, USC 
04.22.2005 Prof. Lisa Jevbratt, MAT & Art Studio, UCSB 
05.06.2005 Prof. Mohan Trivedi, ECE, UC San Diego 
05.20.2005 Prof. Elaine Chew, Industrial and Systems Engineering, USC 
05.27.2005 Prof. Mary Hegarty, Psychology, UCSB 
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The Future 
We end our sophomore term with 20 participating students (13 Trainees and seven Research 

Associates).  Our third year brings nine new Fellows into the program and the guarantee of more 
Associates later on.  Furthermore, on September 20, 2005 the proposal for a PhD in Media Arts & 
Technology was approved by the University of California.  We expect this PhD track will provide the 
Media Arts and Technology Program at UCSB with greater representation among IGERT Fellows, and 
we are enthusiastic about what this means for the relationship between MAT and the IDM IGERT. 

Although we are still in the process of outfitting our central lab, we are pleased with the progress we 
have made in terms of research and interdisciplinary collaboration.  One of the student research projects, 
resulting from the work of five students from Art, Computer Science, ECE, and Media Arts and 
Technology, will be featured in the main UCSB library as an interactive installation.  Another, a 
technique for interacting with biological datasets, will be featured at one of the upcoming concerts in the 
Center for Research in Electronic Art Technology.  The research of our IGERT certainly represents a 
diverse look at the field of digital multimedia. 

Following is a summary of the recent research being conducted by the IGERT students, the initial 
ideas of which were discussed during the one-day project retreat on May 13, 2005.  Attached is a 
collection of our students’ publications to date. 
 

 Acknowledgements 
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of Graduate Division, Dean David Marshall, Humanities and Fine Arts, Dean Martin Moskovits, 
Mathematical, Life, and Physical Sciences in the College of Letters and Science, and Chancellor Henry 
Yang, for their continued encouragement and support. We would also like to thank Prof. JoAnn Kuchera-
Morin, former Chair of Media Arts and Technology Program, Prof. Umesh Mishra, Associate Dean, 
College of Engineering, and Prof. Tim Cheng, Chair of Electrical and Computer Engineering Department, 
for their help in building this program. Finally, we wish to give special thanks to our external board of 
advisors for their guidance. This IGERT project is supported by the NSF Award #DGE-0221713. 
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Kenneth Rose, Professor of ECE, rose@ece.ucsb.edu 
Matthew Turk, Chair, Media Arts & Technology, Professor of Computer Science, mturk@cs.ucsb.edu 
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Out of the ether: A system for interactive control of
virtual performers using video and audio streams

JoAnn Kuchera-Morin Mary Li John Thompson Jim Kleban Lance Putnam

MAT ECE Music ECE MAT

Abstract—We present a real-time multimodal system that
performs along with a human instrumentalist triggered by
a combination of features from captured video and audio
data. Three distributed components, an “Eye,” “Ear” and
“Brain” simulate the perceptive process of an accompanyist.
A “Voice” component resynthesizes analyzed audio from
the performer triggered by messages from the Brain. An
implementation of the system responds to visual gestures
by a flutist performing a music piece.

Index Terms—Human Computer Interaction, Gesture
Recognition, Score Following, Pitch Detection, Multimodal
Analysis

I. Introduction

WITH the recent advances in technology and human
computer interaction a new realm of creativity has

opened to both musical composers and performers. This
paper describes work towards implementing a networked
computing system that can provide the framework for orig-
inal interactive compositions for a wide variety of musical
styles. Gesture recognition techniques coupled with au-
dio analysis can provide novel and robust ways for com-
puter systems to “play” along with one or more human
musicians, to much greater extent than simply adding pre-
recorded tracks to a performance. A variety of real-time
computer resynthesis techniques are enabled through a
virtual performer such as parameterized reverbs, counter-
points, or sound spatialization and these techniques can be
controlled directly and indirectly by the human performer
using visual and audio cues.

A. Background

Music written for musical instruments and electronic
sounds has traditionally used a pre-recorded tape for the
electronic accompaniment. The performer is made to syn-
chronize to the fixed media, restricting expressive control
that live performance typically allows. Attempts to create
a virtual performer more sensitive to the human performer
have focused on extracting information from a human per-
former’s actions on the instrument, in combination with
analysis of the resulting audio signal.

In the 1970s Morton Subotnick attempted to derive con-
trol information for analog envelope generators from the
performance audio signals. The complexities of controlling
the various parameters on analog equipment led Subotnick
to work with the computer in the 1980s. Subotinik sought
to make the computer “respond properly as if it were a mu-
sician following a conductor.” Working with Barry Vercoe,
they pursued methods to allow the computer to follow the
performer’s position in the musical score [9]. The research
into score following techniques has been furthered by Roger

Dannenberg’s extensive work involving automated accom-
paniment[8].

Methods to capture performers’ actions have often em-
ployed instruments modified with various sensors meant
to grab control data (typically MIDI data) from the per-
former. Work at IRCAM has made possible sophisticated
compositions using these modified instruments, such as a
the use of a modified flute in Philippe Manoury’s “Jupiter.”
Unfortunately, these modified instruments remain experi-
mental and have not become a standardized aspect of the
musical world. An exception to this are the electric guitar
and the midi-outfitted piano, the Diskclavier.

Frustrated by the inability to sway the tradition toward
incorporation of electronics, some musicians have aban-
doned the widely available instruments of the standard-
ized repertoire in favor of individually tailored hyperinstru-
ments. The radical departure from the acoustic tradition
presented by some hyperinstruments is rewarded by the
ability to easily interface with the computer in novel ways;
however, it pushes away many of the most talented and
traditionally trained performers who remain rooted in the
acoustic tradition.

Extracting control features from a musical performer
without the use of modified or hyperinstruments, has fo-
cused primarily on deriving information from the perfor-
mance audio signal. Cort Lippe’s ”Music for Clarinet and
ISPW” capitalizes on the work of Miller Puckette at IR-
CAM in the late 1980’s. In this piece the virtual performer
is informed entirely by features extracted from the clar-
inet’s performance audio signal. Score following is achieved
by deriving the pitch of the audio signal, and parameters
of compositional algorithms are driven by features of the
amplitude and spectral domains.

Recently, a multimodal analysis of the performance
space attempts to use both visual and audio information
to control the virtual performer[2].

B. Motivation

The difficulty of deriving meaningful and predictable
control data from only audio and visual signals has encour-
aged many to again embrace an indeterminate approach
when working with the virtual performer. A loose inter-
pretation of the actions results in an incidental human-
computer interaction system in which a great deal of vari-
ety and complexity can be generated at the cost of deter-
ministic control. This work describes the implementation
of a robust system of multimedia sensing and interaction
for the creation of music and multimedia of a more deter-
ministic nature.

Tim
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Fig. 1. Block diagram of the virtual performer system.

II. System Overview

The virtual performer system (Figure 1) consists of
four distributed systems: an image processing gesture
recognizer (Eye), a pitch detector (Ear), a score fol-
lower/integrator (Brain) and an accompanying audio
resynthesizer (Voice). The visual recognizer detects pre-
defined gestures in the video stream captured in real-time
from a camera centered on the human instrumentalist.
The Eye sends gesture messages upon detection via Open
Sound Control (OSC) packets to the Brain integrator. The
pitch detector determines the presence of a prevailing pitch
in the real-time audio input stream from a microphone
placed in proximity to the performer. The Ear sends its
pitch estimates with corresponding times to the Brain over
the network. The Brain has apriori knowledge of the mu-
sical score and thus can track the instrumentalist as she
works through a piece, score following. When visual ges-
tures from the performer are detected that occur at the
correct positions in the score, the virtual performer has
then been cued by the instrumentalist to respond. The
Brain then sends control messages to the Voice for exe-
cuting sound processes/transformations determined in ad-
vance by the composer. One typical response used in many
electroacoustic works is to playback recorded audio buffers
of the performer’s output at various points along the piece
usually with some kind of sound transformation applied.

The “Out of the Ether” virtual performer is a robust,
portable, real-time system operating on four distributed
components. This specific hardware implementation uses
two mobile computing platforms: a notebook PC running
the Brain and Eye and a Mac Powerbook G4 running
the Ear and Voice. A Unibrain FireEye camera captures
320x240 resolution video at 15 fps and transfers data over
Firewire. A high quality microphone captures the per-
former’s audio which is then sampled at 44.1 kHz. This
system has been tested using a flutist performing John
Thompson’s composition “Etude for Flute and Virtual Per-
former.”

III. The Eye

Much work has been done in gesture-based human com-
puter interaction, however, there is only a limited amount
in the context of music. Some previous work resembling
ours is described in [1]. A gesture not only serves the

purpose of communication between computer and human,
but also to present an expressive element of musical per-
formance as studied by Vines et al. [2]. A similar system
aimed at using expressive gesture analysis to generate real-
time visual and audio content was developed by Camurri
et al. [3]. Our approach to the gesture recognition was to
use representative and reduced dimension feature models
to train and to develop a performer neutral recognition sys-
tem. The series of gestures we defined not only feel natural
for the performer, but also have an element of drama to
further engage the audience with the musical performance.
Two of the gestures are shown in Figure 2.

(a) (b)
Fig. 2. Sample gestures of (a) a right turn and (b) a left arm exten-
sion used to cue the virtual performer.

A. Feature Extraction

In order to determine what good features are for a ges-
ture recognition problem, one needs to investigate the con-
text of the problem. In our scenario, a musical perfor-
mance, the background is assumed to be a stage and there-
fore static. This implies with the help of a good back-
ground subtraction algorithm [4] we can segment out the
motion of the human player. We also need features that
possess characteristics that are representative of the ges-
tures and computationally inexpensive. It would also be
ideal if the features were invariant to color and suitable for
different players. After considering the above constraints
and testing on a few different types of features, we chose
2D projections as the feature based on a binary image that
only contains the silhouette of the human player. A hori-
zontal projection combined with a vertical projection cap-
tures the shape of the silhouette in orthogonal directions.
To reduce computation, we use the result from 2D motion
tracking and only work on pixels within a bounding box
defined by the predominant moving object in the image.
Each element of the vector is computed as the summation
of the non-zero pixel values along the row (or column) in-
side of the bounding box of the silhouette. This is shown
in Figure 3.

Hpri
=

∑
c∈ri

Iri,cj
(1)

where Hpri represents the horizontal projection along the
row ri, Iri,cj

is the intensity value at pixel (ri, cj), namely
1 or 0.

After each frame is processed for background subtraction
and feature extraction, the features then are used as input

Tim
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(a) (b)
Fig. 3. (a) Silhouette representation from which the (b) feature
matrix is extracted

to the recognition routine to determine if there is a gesture
present in the frame. In the next section, we will present
two methods used.

B. Gesture Recognition

In order to make use of the features and as well as reduce
computation cost, we chose the following two methods:
Minimum Mean Square Error (MMSE) criteria; (Equation
2 below) and correlation-based template matching (Equa-
tion 3 below)

gest1 = min |fc − fg|2 (2)
gest2 = bestMatch(fc,fg) (3)

where gest1 is gesture determined by method 1, and gest2
is by method 2. In the first method, the system outputs the
gesture that minimizes the squared distance between the
feature points fc in the current image and the defined ges-
ture fg based on an empirical threshold derived by running
a series of experiments. This empirical threshold also helps
reduce the false alarm produced by the second method. In
the second method, the best match was obtained by two
1D cross correlations. A gesture is produced by the over-
all recognition system whenever gest1 equals gest2. The
recognition system thresholds are designed to eliminate
misses while allowing for less serious false alarms. This
design gives leeway to the Brain in making decisions as to
what action the virtual performer should take along with
the audio information sent from the Ear.

IV. The Ear

In musical performance, the predominant auditory cue
from one performer to another is that of frequency, both
on the meso time scale of rhythm and on the micro time
scale of pitch. The Ear part of the system analyzes incom-
ing audio from the human performer using a fast Fourier
transform and makes a decision on whether there is a pitch
present and if so what the pitch is in Hertz. Our appli-
cation required a pitch estimator that would be robust
against noise, computationally efficient, and take advan-
tage of the fact that the phase vocoder [7] would be used
as a compositional device. In order to distinguish between
a noisy signal and a periodic signal, a thresholding mecha-
nism was used that dropped spectral bins below a certain
decibel level of the maximum magnitude bin. The spec-
trum of a pitched sound has peaks at periodic intervals

above a certain noise floor based on characteristics of the
analyzed signal. A periodic signal will have a few regu-
larly spaced peaks while a noisy signal will exhibit a higher
density of irregularly spaced peaks around the maximum
magnitude bin. For estimating an actual pitch, the har-
monic product spectrum (HPS) was used [5]. The HPS
is a product of a spectral frame by integer down-sampled
versions of itself. The resulting spectrum generally has a
peak at the fundamental frequency of the signal due to the
fact that harmonics align when the compressed spectra are
multiplied.

Fig. 4. The frequency (bottom) and harmonic product (top) spectra
from 0 Hz - 3.5 kHz of a flute sound.

Due to the fact that a Fourier transform by itself is lim-
ited to a quantized set of frequency values, the instanta-
neous frequencies of the sinusoids [6] were calculated to
give a more accurate pitch estimate. One prevalent prob-
lem with pitch detection algorithms is octave errors. To
circumvent this, a filter was employed that would require
at least two consecutive frames to have similar pitch before
a new pitch was considered valid.

V. The Brain

The Brain’s function is to acknowledge dramatic mo-
ments specified in the performance and activated by ex-
plicit gestures from the peformer and then activate the
response of the virtual performer. Thus, the Brain per-
forms the task of integrating the audio and visual informa-
tion from the pitch detecting Ear and the gesture detecting

Fig. 5. Ideal pitch sequences versus actual pitch sequences: input
from the Ear to the Brain.

Tim
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Fig. 6. Musical score for an example piece with corresponding score
follower visualization

Eye. Given that the flutist will be performing a specified
score we have apriori knowledge about the sequence and
durations of the pitches. However, performers make er-
rors (omissions and extraneous notes) and pitch events also
may not be detected by the Ear. The Brain must therefore
utilize score following techniques robust to these errors in
order to properly anticipate the arrival of visually-gestured
cues to the virtual accompaniment.

Score following has been actively researched for over
twenty years [8], [9]. The “Out of the Ether” system
has the luxury of a high signal-to-noise ratio (SNR) au-
dio signal from the flutist and assumes for the time being
monophonic music. A simple algorithm using a pointer
to match to expected note events while looking ahead to
account for note omissions is found to be sufficient. For
more complex pieces or polyphonic music, statistical ap-
proaches to score following such as Hidden Markov Model
techniques[10] may be preferable. A visualization of this
system’s score follower has been developed. Figure 6 shows
John Thompson’s piece and the accompanying visualiza-
tion colors each bar as a ’matched’ or ’missed’ note.

Additionally, pitch estimates from the Ear can be noisy.
Figure 5 shows a typical plot of ideal and actual pitch esti-
mates. A third-order averaging filter is used to smooth the
input data before finding the minimum L2 distance to de-
termine the corresponding note. Tempo can be estimated
by using the ratio of onset times defined by the score to
observed onsets. This tempo estimate is available to the
Voice of the virtual performer for accompaniment.

The Brain integrates the audio and visual inputs using
composer-defined windows in the score to allow or disallow
visual gesture cues. From score following the virtual per-
former can be confident but not certain about proximity
of a visual gesture event, so the composer-defined windows
currently need to be larger than one note. Even so, the
Eye is provided flexibility in receiver operating decisions
to allow ’false detections’ which would normally disrupt
a real-time musical performance. Therefore more subtle
visual gestures, if desired, are possible.

VI. The Voice

The final section of the overall system, the Voice, is a
sound generating component that is controlled via mes-
sages from the Brain. For our system, we are transforming
time-domain samples into frequency-domain samples for
both the practical purpose of audio feature extraction and
for the artistic purpose of transforming and resynthesizing
the data as the “voice” of the virtual performer. The Voice
and Ear will ideally be running on the same machine since
the spectral data used for analysis by the Ear will also be
used by the Voice. Spectral data unfortunately requires an
immense amount of bandwidth (8 or more times as much
as simple waveform data) so we would like to avoid stream-
ing the data over a network to avoid dropouts in the au-
dio. We also do not want to compress the spectral data,
since the artifacts introduced are unacceptable for a musi-
cal performance. At the moment, we are storing spectral
frames in a buffer so that processes such as time-scaling
and time-delaying the human performer’s output are pos-
sible. Messages from the Brain can tell the Voice when
to start recording spectral data into a buffer and when to
play back the buffered data with spectral transformations.

VII. Conclusion

We have created a moderately robust system that re-
sponds to a human performer based on a pre-arranged
score of musical notes and physical gestures. This has
provided us with a useful platform towards creating a
more robust system that can better integrate features of
the audio and video streams to drive processes within a
score. This research also shows promise for less intru-
sive mechanisms for human and computer interactive com-
puter music performance. The system works well within
a distributed framework, so it leaves the option open for
more demanding feature extraction and score following al-
gorithms on multiple processors. We have also collected
a small database of video recordings of a flutist perform-
ing the test piece twelve times with three different sets of
gesture. This data can be used to research novel ways to
integrate the audio and video data for better cue detection.
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Abstract— This research meets in the middle of staff notation 
and biometrics. We wish to develop techniques to identify 
pianists based on stylistic features extracted as they play a 
piece. As stylistic features greatly resemble the features one 
find’s in a keystroke dynamics problem, work in one area 
benefits work in the other. We wish to have a system that can 
classify pianists in order to allow an apprentice pianist to see 
how closely they match the style of their mentor as well as 
provide algorithms to exploit the potential of keystroke 
dynamics as a continuous biometric. 
 

Index Terms—Biometrics, Keystroke Dynamics, MIDI, 
Score Following 
 

I. INTRODUCTION 
 musical score is not a literal inscription of the music it 
is intended to represent. Behind every musical score 

there is an unsaid expectation of the manner in which a 
performer will play the work. The well-trained musician 
brings to the score years of experience as an interpreter of 
the music they are playing. The issue of musical score 
interpretation falls under the vastly studied area in music 
known as performance practice. 

It is because of these hidden performance practices that 
the computer has a difficult time interpreting musical scores 
based solely on the information present in the score 
document. The computer lacks all of the information 
needed to allow it to be an adequate tutor for a musical 
instrument, such as the piano. One solution to this problem 
is to provide the computer with a model of an interpretation 
of a score in a particular genre, which the computer could 
use as a basis for an evaluation. 

By analyzing information gathered in the performance of 
a piece by an expert performer it is potentially possible to 
use this information as a model by which practicing 
performers will be compared.  

II. CLASSIFYING INDIVIDUALS 
The field of biometrics attempts to identify individuals 

using biological or behavioral characteristics [8]. Biological 
characteristics include fingerprints, retinal patterns, and 
facial features. Behavioral characteristics can range from 
the way a person walks (referred to as gait) to the way a 

person types. Behavioral characteristics are useful 
biometrics because they are usually difficult to fake and 
non-intrusive to measure. Keystroke dynamics, or the 
analysis of one’s typing habits, is a particularly useful 
behavioral characteristic. It is inexpensive to measure, 
imperceptible to the subject, and continuous in the sense 
that measurements are available so long as the user is 
typing. 

Classifying users of a computer keyboard is in many 
ways a similar problem to classifying pianists. In both cases 
the system is supposed to process a stream of events 
indicating the state of a key and in both cases features can 
be extracted based on the timing of these events. As 
keystroke dynamics has been shown to be a useful 
biometric [8], we use techniques there to develop a system 
that can classify pianists. 

 

III. APPLICATION AREA 
Our application is intended to assist a novice in learning 

to play more like an expert musician by matching their 
performance to a model of how the same score might be 
interpreted by an expert musician 

Our application is intended to augment one on one 
instruction so that students can receive training during their 
own practice sessions. One of the hardest things that novice 
musicians have to overcome is practicing their mistakes. A 
system like we’re proposing can help reduce those mistakes 
by helping to improve a student’s practice habits 

Like a continuous biometric, our system is designed to 
work in real time. Students will receive feedback as they 
are playing and can adjust their performance to better 
match the model in the system. 

There are three components to the system, comprised of 
two data sets, an expert data set and a student data set, and 
the keystroke dynamic analysis system. First, an expert 
muscian plays into the keystroke dynamic analysis system, 
where their performance is analysed and stored. After a 
substantial database of music has been entered into the 
system it is ready to evaluate the performance of student 
pianists. Then, when a student plays a piece into the system 
it is evaluated against the ‘Expert’ data set and the results 
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are fed-back to the student. 

IV. ARCHITECTURE OVERVIEW 

 
Figure 1. This figure shows an overview of the system architecture. 
“Key events” are analyzed by a feature extractor which performs 
various measurements based upon where the user is in the score. 
During training, these events are labeled and sent to the feature 
repository. During testing, the features go to the test data and then 
particular features are selected and sent to the appropriate classifier. 

A. Feature Extraction 
Standard MIDI data comes serially in small packets, or 

“events”, that correspond to key presses and key releases. 
Key events contain information about which key was 
pressed, how hard the key was pressed, and how much time 
has passed since the previous event. In our system, the first 
place these events go to is the feature extractor and score 
follower, as denoted in Fig. 1. 

The feature extractor’s purpose is to take measurements 
on the data coming in based on where the performer is in 
the score. To achieve this, the feature extractor consults a 
score follower which attempts to keep track of where in the 
score the performer is. Although the score follower is 
essentially a “black box” in our diagram and can be any 
suitable algorithm, our particular score follower aligns the 
pressed notes with their corresponding notes in the score 
using a dynamic programming algorithm. 

Once the extractor knows which note in the score the 
performer is intending to play it is able to determine 
precisely how much the performer varied from the score. 
Variations from the score include such measurements as a 
key being held down for too long or too short (relative to 
the current tempo) or a key being pressed too hard or too 
soft. These measurements are taken as the user plays and 
pushed through the pipeline as feature events. 

B. Directing Feature Events and Feature Selection 
If the system is in training mode then feature events are 

labeled and pushed into a database called a feature 
repository. The repository holds all of the training data for 
the classifiers and can be queried by both the classifier and 
feature selectors. 

If the system is in testing mode, the data is sent into the 
test data. The feature selector then monitors the test data 
and when the test data meets the criterion for selection, it is 
taken. The criterion for selection can vary depending on the 
training data available or the classifier being used.  

For example, a particular classification technique may 
only work well if there is a lot of test data and a lot of 

training data for a given feature. Thus, the feature selector 
would buffer feature events until such criterion is met. 
Finally, the selected features are sent to the classifier. 

  

V. CLASSIFICATION TECHNIQUES 
We have formulated a two-class classification problem. 

Based on input feature data the classifier should tell us if 
the performer is playing like a novice or like an expert. 
This classifier will be trained on feature data from an expert 
playing the same piece. Looking at the feature space and 
after some initial data exploration we adopted a multiple 
classifier approach to the problem similar to our approach 
to keystroke dynamics. 

Different classifiers have different strengths and 
weaknesses based on amount of training data available and 
the characteristics of the feature data. We divide the feature 
space based on this knowledge to get good classification 
results. We use a Naïve Bayes classifier, a Nearest 
Neighbor classifier and a Support Vector Machine. Taking 
a weighted output of the continuous classification results 
from the three classifiers we estimate how well the pianist 
is playing. 

Naïve Bayes Classifier works very well for those 
features that have enough instances in the training data for 
the validity of the Gaussian assumption and sufficient 
statistics for estimating the mean and the variance of the 
distribution. Nearest neighbor works on distance metric 
proximity assumption and does not try to estimate the 
distribution. Support Vector machines (SVM) find the 
optimal classifying non-linear hyper-plane. SVMs and 
Nearest neighbor methods generally do not require as much 
training data as Bayes classifier and do not make any 
assumptions on the underlying probability distributions of 
the training data or distance metrics. 

V. CONCLUSION 
 MIDI timing data from a pianist’s performance of a 

piece can provide us valuable information on a pianist’s 
style. Our system does a score following and translates 
MIDI messages into a format of keystroke timings for a 
Keystroke Biometric system. The keystroke analysis system 
using labeled training set is able to distinguish between an 
expert and a novice pianist in real-time, therefore act as a 
piano tutor. 
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Spheres of Influence
August Black, Thomas Kuo, Marko Peljhan, Mike Quinn, Brian Springer, Jason Wither

Abstract—Spheres of Influence is a multimedia installation at UCSB’s
Davidson Library in which a person uses the position of their body to ma-
nipulate still satellite images and international TV news programs.

Index Terms—parallel graphics, motion detection, computer vision, in-
teraction, aesthetics.

I. INTRODUCTION

”Spheres of Influence” is a collaborative project to produce
an interactive screen-based installation at UCSB’s Davidson Li-
brary. The initial prototype consists of 4 large plasma displays,
a graphical visualization including segments of global news
footage, and a multi-camera position tracking system for user
input. In combination, the system as a whole proposes a novel
”touchless” physical interface to multidimensional audio/visual
information.

Fig. 1. Spheres of Influence interface.

The display screens are mounted side by side to create a wide
panoramic view with a wing span of over 4.2 meters. This dis-
tance is significant to the proposed location and use of the in-
stallation, providing ample room for natural movement in the
library corridor. Within this 4.2 meter breadth in front of the
plasma screens, the motion and position tracking system cap-
tures the movements of the viewers and delivers this informa-
tion to the visualization application. The visualization appli-
cation consists of a single viewing screen rendered seamlessly
over all 4 horizontal displays using the server-client structure
of the OpenGL industry standard and the Chromium parallel
graphics engine [5]. It shows abstract cut-outs of satellite pho-
tography of the earth, which are animated and can be interac-
tively selected, zoomed, and scrolled on screen based on the
2 dimensional user input - their position (x,y) in the space.
Additionally, video sources are compiled from a live satellite
source as well as from the SCOLA1 archive of news footage
from around the globe [8]. As a user zooms in on a selected
region of satellite imagery, a video from that area is spawned
on screen for the viewer to see. Each of the cut-out segments
of satellite photography are based on one of the 70 countries in
the SCOLA TV news archive, and all TV news clips are in the
native language of the clip’s originating country . In total, over
30 different languages are represented in the project. However,
the dominant language of global commerce - English - is not
represented.

Fig. 2. Camera tracking using 4 cameras mounted on the ceiling with overlap-
ping views.

II. TRACKING SYSTEM

The tracking system consists of 4 IEEE 1394 cameras, each
attached to a computer, and a central tracking computer. All
computers run Ubuntu linux. Capture is performed with the
dc1394 libraries [9]. Video processing is performed using In-
tel’s OpenCV libraries [2].

The cameras are mounted on the ceiling along a line which
is approximately 170cm from the displays. Figure 2 shows an
illustration of the camera setup. The overhead placement was
chosen because of the size limitations of the space. This ar-
rangement minimizes the possibility of occlusion of the sub-
jects in the space and provides accurate location in the horizon-
tal plane.

By utilizing a running Gaussian average background model
[7], each camera locates the subjects in its view and then cre-
ates a feature vector for each. This feature vector consists of
a timestamp, an identification number, x and y positions, area,
and average R, G, and B values. These features are used to
maintain consistent identification of subjects between frames.

Once identification is complete, the subjects’ locations are
translated to real-world coordinates using camera parameters
which are calculated offline [3]. The list of subjects is then
transmitted via the OSC (Open Sound Control) protocol to the
central tracker [1].

Because of overlap between neighboring cameras, the central
tracker locates and eliminates duplicate subjects. Once any is-
sues are resolved, the final list of subjects is transmitted to the
display system, again via OSC as illustrated in Figure 3.

III. PARALLEL GRAPHICS ENGINE

To display the application over four displays we are using
the open source Chromium package [5]. Chromium intercepts
OpenGL calls before they are sent to the graphics card and is
able to then modify them as specified. The Stream Processing
Unit (SPU) that we are using is a tiling routine that distributes
the geometry and textures from the application to the appropri-
ate machine for display. Using this we are able to transparently

1 SCOLA is a non-profit educational organization that receives and re-
transmits television programming from around the world in native languages.
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Spheres of Influence

4 cameras, each connected to a computer with firewire.

each camera computer sends the coords of 
every recorded subject as OSC packet:
/cam ,iiifffi cam#, maxobj, obj#, x, y, z, timestamp

a 5th computer merges the coords of all  subjects
from all 4 cameras and send this as OSC packet:
/obj ,iifff  maxobj, obj#, x, y, z

graphics OSC server receives
commands and drives the 
4 displays over Chromium 
network.

Fig. 3. Spheres of Influence network.

Fig. 4. Spheres of Influence graphical interface: zoom mode.

run our OpenGL application over four displays without modi-
fying the original code.

One of the most important aspects of the display system is the
satellite map imagery. We are using 1 km per pixel resolution
data, which means that our entire dataset is close to two giga-
bytes. To display both highly detailed and localized map data,
as well as larger areas we use a pyramidal tiling system. For this
we’ve broken up the map data into several layers of resolution
with small tiles of the image at each resolution. We can then
switch between layers to display different amounts of detail.
We also intelligently pre-load tiles into memory to avoid any
slow-down from large amounts of texture loading when switch-
ing between levels.

Fig. 5. Diagram of floor layout.

Our interface is designed to be simple and intuitive enough
for visitors to use without any training or advanced knowledge.

We have separated our space into two halves as shown in the
floor diagram of Figure 5. The back half can be thought of as
the highlight space where users can highlight areas of interest.
In this half of the space the users position controls the left to
right speed of the map strips as they pan across the screen. The
closer the user moves to the middle of the space, from the back
the slower the maps will pan. In this view the map directly
in front of the user are highlighted for selection. As the user
crosses the front / back halfway line they enter the enhanced de-
tail viewing space. In this space the rest of the non-highlighted
strips become night-time views, while the selected strip zooms
in further towards the center of broadcast associated with that
strip as the user walks forward. As the user continues to walk
forward a video from that broadcast appears, as well as meta-
data associated with the currently showing programming. To
exit the enhanced detail mode the user simply needs to recross
the center line to re-enter the highlighting mode.

IV. VIDEO ANALYSIS

The SCOLA video archive is downloaded daily at night and
batch processed, searching for handheld camera segments in the
video, which we feel more closely represents scenes of action
and interest. To extract handheld camera footage from a news
program requires two steps, shot detection and camera motion
detection. We assume that if a camera is moving during a shot,
then the shot is from a handheld camera. An additional motion
analysis step is added to rearrange the shots from most to least
activity. Shot boundaries are detected based on the output of
a Canny edge detector for adjacent frames of the video. From
these frames, we get two ratios that describe the number of in-
coming edges by computing the dot product of the first edge
image and a dilated version second edge image. The dilation
provides a margin of error for the for small shifts of the edges.
A similar ratio is computed for the outgoing edges. The maxi-
mum of these ratios is denoted the edge change ratio. A sudden
spike in the edge change ratios is a detected as a hard cut, a grad-
ual maximum is a cross-fade. [10] Simultaneous, for each pair
of frames we compute the Horn-Schunck Optical Flow between
them. [4] If practically all pixels have an optical flow value, then
the camera is moving between those frames. Throughout a shot,
if enough frames are moving, then the entire shot is classified as
a moving camera shot. In order to pick out the most interesting
of these shots, we decided to rearrange the shots in order of most
motion activity as described by the MPEG-7 [6] Motion Analy-
sis Descriptor. This descriptor measures the standard deviation
of the variance of the magnitude of the motion vectors inherent
in MPEG videos. The system outputs an MPlayer playlist of
handheld camera shots sorted from most to least motion.

V. CONCLUSION

In this project, a sort-first parallel graphics architecture is
implemented to display a single seamless OpenGL application
over 4 large plasma screens mounted horizontally on the wall at
the Davidson Library. The user interface is a physically navi-
gable visualization of our globe composed from NASA’s blue
marble satellite photography and video news segments from
more than 70 different non-english speaking sources worldwide.
A simple, non-intrusive, multi-camera position-tracking system
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allows for intuitive human interaction with the visualization ap-
plication whereby the user/viewer’s movement in the space acts
as a multi-dimensional mouse pointer into the system.
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Multi-Domain GeoVisualization of News Stories
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Abstract—The objective of this project is to analyze the 
geographical and temporal movement of information, specif­
ically headline news stories in ma jor US newspapers, from a 
central point of origin (the newspaper headquarters) to dis­
semination among the papers’ readership, and relate this 
movement with the location of the news events in space 
and time. A mathematical model will be developed from a 
statistical analysis of newspaper data from a specific time 
period, and a dynamic visualization of the movement will 
be created to communicate the results, based on geovisual­
ization theory and techniques. 

Index Terms—epidemiological modeling, geovisualization, 
newspaper stories, latent semantic indexing (LSI) 

I. INTRODUCTION 

HOW does information, specifically news stories, move
around the globe from where the news happens to

where the public reads or hears about it? Does it spread
like disease, a story infecting the population as it is com-
municated through mass media or from one person to an-
other, or can it be compared to point-source pollution,
flowing outwards along particular vectors?

The goal of this project is to statistically analyze and
visualize the movement of news stories over time as they
are reported in U.S. newspapers. Traditionally, the idea of
information flow pertains to the evolution of information
from its inception to archival where its geographical path
is of little significance. In this project we aim to consider
both the temporal and geographical aspects of information
flow.

Newspaper articles, unlike television, radio or Internet
news sources, have been widely archived in digital data-
bases (such as America’s Newspapers by Newsbank, Inc.)
and are published and circulated in specific geographical
locations. By analyzing the statistical and geographical
features of news stories from origin to archival and the dis-
semination of the papers to a readership it is hoped that
a mathematical model may be created which helps to ex-
plain the spatial properties of communication channels in
the US. Geovisualization theory and techniques provide
the foundation for data exploration and communication
through dynamic maps and graphics.

Four phases comprise this project, starting with a test-
case single story tracked on a state level. Phase 2 moves to
a nationwide comparison of front page news distribution
among 15 papers with the largest circulation in the US,
from a month-long sample of days over 3 different years.
News spread will be modeled based on a modified epidemi-
ological model. Phase 3 will then compare the front-page
stories with all the stories available on the Associated Press
news wire, to assess characteristics of the selection of news
that appears on the front page of major papers. Finally,

Alex Villacorta 

IGERT Trainee

Dept of Statistics

Phase 4 is concerned with automating our process, creating
a broadly applicable tool for semantic, spatial, temporal
data integration and analysis.

II. Phase I 

For Phase 1, articles on a particular story
(the Terri Schiavo right-to-die case) were selected
through an America’s Newspapers database query
(http://infoweb.newsbank.com) and parsed into a table
with headline, newspaper, date, publication location, and
word count. We used a geographic information system
(GIS) to translate the table into a series of maps at
different time steps, indicating the publication of stories
at a city level. Macromedia Flash software animated the
map sequence to convey the temporal characteristics of the
news articles. This case-study analysis provided insight as
to data availability, processing requirements, visualization
design issues, and how to realize a visualization in Flash
software, before we delved into larger and more complex
datasets. The semantic layer, or the article content, was
not integrated at this stage; any article ”infected” by the
words ”Terri (or Terry) Schiavo” was mapped. Indeed,
many articles were only tangentially or marginally related
to the Schiavo story, making it clear that a semantic
analysis would play an important role in filtering the
articles for relevance.

Fig. 1. Screenshot of interactive animated map 

Figure 1 is a snapshot of one visualization, showing the
”Terri Shiavo’ articles for one day in California and Texas,
with population density in the background and circulation
size and word count represented in the symbology. Fig-
ure 2 is an alternate visualization, reducing the number of
variables portrayed to focus on the spread of the story over
3-day windows. Visualizing the presence/absence of these
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articles through time with multiple representation types
indicated that newspapers in the largest cities tend to pick
up a story first, followed by smaller papers in nearby cities
and towns. Also, comparing story activity with a time line
of events in the Shiavo case revealed a clear point at which
the story switched from local to national importance, and
later when it no longer captured the attention of the press.

Fig. 2. Alternate design of interactive animated map 

III. Phase II 

Phase 2 is the current focus of research, and concentrates
on space, time and semantics for national-scale front-page
news in major newspapers. Figure 3 shows the coverage
of the 15 papers under consideration. Only those stories
appearing in three or more papers, with five or more total
articles, were tracked in the analysis. Space is considered
primarily in terms of eastern versus western US papers,
as the sample size is too small to warrant further regional
subdivision. For the temporal domain, we consider which
papers are first to report on a story and which papers are
slower to respond. Story duration combined with the num-
ber of articles on that story and associated word count can
be considered a measure of story ’importance’. For the
story content, latent semantic indexing (LSI) was used to
measure article similarity, with the objective of identify-
ing how relevant a article is to a main topic and allow-
ing us to track how a news story evolves over time. The
dataset proved too complex for clean LSI results, so the
data was classified by the researchers. As a consequence,
this dataset can now be used as a ground truth to evaluate
LSI processing and clustering methods as the parameters
of the algorithms are tweaked to improve the performance.

Initial results from this analysis suggest that there are
significant differences in the distribution of international
stories in eastern versus western newspapers, but that
there is no evidence of differences for domestic stories. Ad-
ditionally we found that in our sample of papers with circu-
lation sizes of 300,000−1,100,000 there was no significant
difference in the average number of articles carried on a
given national-scale story. However, the total number of
national-scale stories covered by each paper did correlate

with the circulation size. For instance, in 2001 larger pa-
pers covered as many as 80% of all stories and the smaller
papers covered as few as 15%.

Fig. 3. Geographical Coverage of top 15 most circulated papers on a 
background of population density. Darker shades correspond to more 
densely populated states. 

IV. Epidemiology Models 

In efforts to better explain the dynamics of news spread
in the population of newspapers, we have adopted clas-
sical epidemiology models of disease spread and applied
them to our national front page news data. Because of
the discrete nature of printed newspaper articles, we have
chosen the household binomial chain model, also known
as Reed-Frost model. In this model, the population is as-
sumed homogeneous and consists of households of equal
size, s, with three possible member types: susceptible, in-
fectious, and recovered. Further, it is assumed that every
susceptible member in a household is equally likely to be
infected from each infected individual during each unit of
time t with probability pt. These probabilities of infection,
pt t = 1, . . . ,n, characterize the model and are commonly
taken to be constant, pt = p(t+1) (Greenwood) or exponen-
tial, pt = pt (Reed-Frost). Under this setup, for a given
time period t (taken as one day in our case), the proba-
bility that there are x household members infected in time
period (t+1), given that there are St susceptible and It 

infected is governed by a binomial distribution with para-
meter pt. That is,

s! xP (I(t+1) = x|St = s,It = i) = i q
(s−x) 
i x!(s− x)!

p 

where x = 0,1, . . . ,s.
Finally, to model an outbreak of a particular disease, we

focus on a sequence, or chain of infected individuals over
time. The probability of this chain of infections is simply
given by the product of the binomial terms for each of the
corresponding time periods. For instance, suppose that for
a particular household with 4 members including 1 infected
individual, the sequence of infected members is 1 → 1 → 0,
meaning in time frame 1 (day 1) there was one member
infected, on day 2 there was another member infected and
day three there were no new infections. Using the binomial
chain model, the probability of this event happening for a
given  p 1 (q1 = 1− p 1) is:

3! 1 

��
2! 0 2P (1 → 1 → 0) =

1!(3− 1)!
p1q

(3−1) 
1 1q10!2!

p 

= 3p1q 
4
1 = 3p1q 
4
1 = 3p1q 
4
1 
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In our current study we consider each newspaper as an
individual household and the total number of articles avail-
able for front page news per day as the number of house-
hold members. With our observed data we have realiza-
tions of various types of chains corresponding to various
news topics. The goal is to find estimates for all of the pi 

so that the spread of other news types may be predicted
and analyzed. Clearly, specific news articles are not living
entities which transmit or recover from diseases, nor do
newspapers necessarily follow the assumptions of the chain
binomial model. However, the overall presence and decay
in the number of news articles of a particular story initially
seem to very closely match those of an epidemic outbreak
and warrant further investigation into this hypothesis.

V. Conclusion and Outlook 

While this research starts on a small scale of compar-
ing the spread of an individual news stories within specific
states, then moves to national-scale stories in papers across
the country, the ultimate goal is to be able to analyze and
visualize any dataset of news stories, from the scale of a
city or urban area, to the nation as a whole, and poten-
tially worldwide. In addition, there are several broader
implications of this project. Contributing to a better un-
derstanding of the flow of information through a model will
help to identify both strong and weak channels of informa-
tion transfer. Such knowledge would be useful in prepar-
ing against attacks on communication systems within a
region. Also, emergency response systems need to know
which communication channels reach the most people in
the shortest amount of time. Lastly, it is hoped that this
project could lead to a determination of what effect, if any,
the flow of information has on cross-cultural understanding
and geopolitical relationships.
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Abstract— As IT systems become increasingly more complex, 

there need to be new interaction paradigms in order for human 
operators to stay in control. The IBM Autonomic Computing 
vision aims at making systems manage themselves given high-
level objectives from administrators in the form of policies. 
Policy-based interfaces are a means of keeping the human in the 
loop in the face of this increased automation. This paper reports 
on a controlled experimental study where three factors were 
manipulated. Preliminary results and lessons learned are 
discussed. 
 

Index Terms— automation, human-computer interaction, 
mental representation 
 

I. INTRODUCTION 
  

OMPUTING systems have grown in complexity and 
scale. As large networks of systems continue to grow, the 
control bottleneck resides in software used to manage systems. 
Current tools do not accommodate system administrator work 
practices and mental representations. Human operators need 
new software tools and automation in order to stay in control.  

Most research in the field of automation and human control 
has been in the areas of nuclear power plant  (NPP) control 
and aviation (air traffic control) [1]. However, IT systems 
pose different constraints on human operators. NPP operators 
deal with continuous variables like fuel and temperature. IT 
system administrators control discrete variables such as port 
numbers to establish network connections, which can be either 
right or wrong. IT systems need to adapt to constant change. 
Whereas NPP are built once for a specific context, IT systems 
grow as business demands change. A start-up company with 
five clients must drastically scale its IT infrastructure when it 
gets 5,000 clients. The next section describes the motivation 
for this study and a model of a simulated IT system called Sim 
Sys. 

II. MOTIVATION  
Previous work used a model of a city simulation to study 
policy-based interaction [2]. Participants in the previous study 
were told to take on the role of a city mayor and maximize 
city health, similar to the popular Sim City game. The 
advantage of using a city model was that there was no prior 
knowledge required since most people have a good 
understanding of how of to run a city. However, the city 

simulation is not completely isomorphic to an IT system. 
Therefore, the Sim Sys model was developed to simulate a 
webstore IT infrastructure. Participants were told to take on 
the role of a Chief Information Officer (CIO) and match the 
configuration of their system in response to customer load on 

the webstore. The scenario in the study was that different 
shoppers would visit the webstore to get gifts for Mother’s 
Day, and the participants’ task was to get high profits for the 
webstore just as a CIO aligns business strategy with technical 
resources. Customers came in three different types: Window 
Shoppers, Direct Shoppers, and Mixed Shoppers. Window 

shoppers did not lead to more sales because they only 
browsed. However, they would hold up a spot in the queue 
that would prevent Direct Shoppers from making purchases. 
Mixed Shoppers behaved like either Direct Shoppers or 
Windows Shoppers; that is, some Mixed Shoppers did make 
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Fig. 2.  Participants accrue more sales using the policy-based interface. 
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purchases. Each shopper request needed to be processed 
within a certain amount of time. For example, Direct Shoppers 
needed to be processed within 4.5 seconds or the webstore 
would miss a sale. 
 The Sim Sys model consists of Processes that have a list of 
properties, can be connected to other process, and can contain 
sub-processes. The processes also have a steady-state 
behavior.  

III. METHOD 

Seven participants were recruited from the IBM staff (4 
Females). The experiment consisted of four sessions that 
lasted an hour each. Most participants performed one session 
per day, participating in the experiment on four separate days. 
One participant chose to participate in two sessions separated 
by a break on the same day. A pre-study questionnaire was 
given to gauge the level of general technical experience as 
well as domain knowledge in the fields of system 
administration and web architectures.  

The three independent variables that were manipulated 
were Interface, Experience, and Policy Representation. 
Manual and Policy were the two types of Interface. 
Experience was manipulated by having participants perform 
the study in multiple sessions, thereby gaining experience by 
playing the Sim Sys game. The Policy Representation could 
be either High Detailed Representation or Low Abstract 
Representation. An example of a highly detailed policy is, 
“Over the last 5 days when average request latency is above 
10 sec increase server CPU and Disk speed by 10 percent a 
day.” The same policy represented with less detail is, “There 
is a lot of request latency in the servers so increase server 
capacity.” The latter policy is more abstract. All the policies 
were categorized with a label that indicated their triggering 
event. The previous policies were under the Latency Increase 
category.  

Upon completing the four experimental sessions, the three 
high scorers were invited to play a “bonus” round. During the 
final bonus session, the selected participants controlled the 
Sim Sys game with the highly detailed policies but were able 
to edit these policies. This allowed for mixed-initiative control 
where both the system and the user make decisions [3]. 

The experimenter encouraged participants to speak their 
thoughts similar to a verbal protocol study.  

IV. PRELIMINARY RESULTS 
An ANOVA was computed to compare the total sales 

accrued using manual or policy interfaces to manage the 
webstore1. A significant difference was found between the 
manual and policy-based interface (F(1,23)=4.843, p < .05) 
(see Figure 2). 

V. DISCUSSION AND FUTURE WORK 
The order of Interface was counterbalanced for each 

participant. Four of the participants started the experiment 
with the manual interface and the other three started with the 
policy-based interface. Since there were two policy sessions 
(low and high representation), participants also used the 
manual interface in two sessions. Figure 3 indicates that when 
participants start with the policy-based interface their 
performance drops when they switch to the manual interface. 
After using the policy based interface and gaining expertise 
with it, switching to a completely manual interface hurts their 
performance because the interaction model is different. 

Future work will include further analysis of interaction data 
with respect to type of interface and experience. Preliminary 
results indicate that the top performers reach a personal record 
when playing Sim Sys with the ability to edit policies. A next 
step in this direction is to study negotiation and grounding 
with policies [4]. 
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i Total sales were used as the dependent measure instead of profits. This seems 
to be a better measure of performance. Other measures of performance, such 
as throughput, are currently being analyzed. 
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Sound Putty: Developing an Augmented
Reality Experience for the FogScreen
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Abstract—The goal of the project is to exploit the poten-
tial of the FogScreen through the intuitive interaction with
virtual dynamic physical phenomena. Coupled with vari-
ous tracking technologies, the FogScreen facilitates interac-
tion with physical phenomena through direct interaction.
With the FogScreen users can manipulate content simply
by placing their hands on the screen. This differs from cur-
rent interaction techniques where the users must place their
hands in front of the screen (or somewhere else entirely).
The FogScreen has a better potential for emerging a user
in a virtual environment by removing the spatial disconnect
commonly found in more conventional computer interfaces.

Content developed for the FogScreen, ranging from the
literal to the abstract, will explore its potential as a new
medium. Content should be intuitive to navigate, but, as
with any new medium, may require some initial trials before
a user can successfully navigate a particular space. In the
long term content for the FogScreen will be able to provide
a meaningful interface for virtual exploration, performance
and composition.

Index Terms—new medium, direct interaction, sonifica-
tion, isosurface rendering, particle system, physical simula-
tion

I. The Interactive FogScreen

INTRODUCED in 2003, the FogScreen [1] is a novel dis-
play technology that creates a stable sheet of thin fog in

mid-air which can be used as a screen for a standard pro-
jection system. Unlike traditional screens, the FogScreen’s
stable, immaterial nature allows users to penetrate and
even completely walk through its surface, making a variety
of new applications possible. Aesthetically, the FogScreen
is a captivating visual experience that has captured the
attention of every type of audience.

The Interactive FogScreen [2] is a logical next step in
the evolution of the display technology, adding an interac-
tion component to the large format display, allowing users
to directly manipulate applications designed for display on
the FogScreen. At the beginning of this summer, we ex-
perimented with a number of different input technologies
to determine what would best compliment the FogScreen’s
particular strengths and weaknesses. The final determi-
nation was to use a WorldViz Precision Position Tracker
[3], an unobtrusive, infrared vision-based tracking system.
The resulting interactive environment includes a FogScreen
placed in the center of a large room, to accommodate a
user viewing the FogScreen from both sides. Four infrared
cameras are mounted around the perimeter of this space
to track user-worn infrared LEDs for tracking. Eight loud-
speakers are also placed around the space, four at the ceil-
ing and four on the floor, to spatialize sound in the envi-
ronment.

Designing an interface for use within this environment
proved to be another challenge. Screens are typically as-
sociated with passive experiences. Whether in a movie
theater or watching television at home, a user is not typ-
ically inclined to participate directly with the content on
the screen. With the FogScreen a user is compelled to make
direct contact with the screen, either by disrupting its sur-
face with a hand or by walking through the FogScreen
itself. This creates an expectation that the screen will re-
spond directly to the user. The most common desire is to
want to grab an object and manipulate it on the screen.
This need for interactive content on the FogSceen is what
drives the content we have developed.

Based on these observations several criteria were estab-
lished for the FogScreen content. As stated before, the
FogScreen implies direct interaction, therefore the content
should be more physically intuitive and less abstract. If
the interaction with the content is too ambiguous the user
tends to think that there is no interaction, or that the sys-
tem is malfunctioning. The level of intuitiveness needs to
be balanced with keeping the content compelling – overly
intuitive content can easily become uninteresting because
it is too superficial and lacks depth. Finally, the content
should hold a user’s attention even though they may not
understand exactly how the interaction works. This is im-
portant to emphasize because, as with any new medium,
the FogScreen experience will involve a short learning curve
as the user becomes accustomed to the interface.

II. Sound Putty

The result of our exploration of the FogScreen as an
artistic and interactive medium is our project, called
”Sound Putty”. Sound Putty is a virtual blobby fluid that
simulates the dynamics of a putty-like material, which the

Physics Renderer

Sonifier

User Input Display

Speakers

Fig. 1. Overview of the Sound Putty system architecture. User input
is given to a physics engine to compute the fluid’s configuration. The
renderer creates a surface to visualize the fluid and displays it on the
screen. The surface is also passed to the sonifier for interpretation as
audio on the system speakers. The audio is sent back to the physics
engine to complete the feedback loop.
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Fig. 2. Various renderings of the Sound Putty. Left to right: a) The 3D particles rendered as points in space. b) The same particles
rendered as spheres showing their individual extents. This shows the discrete nature of the data, which lacks the cohesion of a fluid. c)
The isosurface rendering of the same particles. The surface is determined by the weighted contributions of each particle, creating a smooth,
continuous result.

user can stretch, squeeze, and manipulate in 3D. The shape
and position of the Sound Putty is interpreted as part of
an abstract audio environment, controlling the parameters
of a sound composition system.

Figure 1 shows a high-level view of the Sound Putty sys-
tem architecture. The user’s input from the 3D tracking
system is fed into a physical simulation engine which deter-
mines the motion of the fluid. The resulting shape of the
fluid is sent to a visualization engine that generates a 3D
surface of the fluid based on the physical simulation. This
3D surface is sent as polygon data to the FogScreen for ren-
dering, while metadata (shape, position, etc.) about the
surface is sent to a sonification engine. The sonifier gener-
ates sound based on the fluid metadata, which is rendered
to the eight speakers around the FogScreen. The output
audio is also fed back to the physical simulation engine,
where it is used to further manipulate the fluid, creating a
closed loop.

III. Visualization

To create a realistic and interactive physical simulation,
a particle system is used to simulate the Sound Putty’s
fluid dynamics. Fluid attraction and repulsion forces are
simulated per particle pair, creating a reasonable approx-
imation of real particle interaction at very low computa-
tional cost. User interaction is then enabled by allowing
the user to manipulate attractive and repulsive forces in
the environment. These forces do not directly control the
particles’ positions, but instead allow the user to coax the
fluid into different shapes by adjusting the shape of the
resting state the fluid is attracted to.

The particles themselves do not create a compelling vi-
sual, however, as they are separate, discrete entities, while
a fluid is a continuous substance. To create the appear-
ance of a smooth, blobby surface out of the particles, each
particle is treated as a point source of a smoothly decaying
field in 3D, akin to an electrical charge. The set of particles
creates a complex distribution of charge within the volume
occupied by the particles, which can be rendered with an
isosurface – a surface within the volume where every point
on the surface has the same value in the field. This is
the 3D equivalent of a contour plot, where each line repre-

sents a set of points of equal value over a 2D function. To
construct the isosurface for our fluid, we use the standard
marching cubes algorithm [4], accelerated with an octree
data structure [5] to improve interactive performance. See
Figure 2 for a comparison of various rendering techniques.

IV. Sonification

As mentioned before, the sonification of this world is
based on two models. Musically speaking the relationship
between these two models is analogous to that of a melody
and accompaniment.

The first is, acoustically, a direct representation of the
graphical representation on the screen. As the user inter-
acts with the Sound Putty, they change its shape, while
simultaneously controlling a sound object that represents
the equivalent acoustical state of the graphical represen-
tation. The mapping between the fluid properties and its
acoustical equivalent is basically one-to-one. Mappings are
directly connected to the features of the virtual fluid, such
as particle density, object position and size. For example,
if the object is stretched out, then the result will be a warp-
ing of the sound’s timbre. If the fluid’s position changes
on the screen, the resulting sound will have its panning
altered. If the fluid’s density is altered then the resulting
sound may change in pitch.

The second model is the sonification of an invisible plane,
parallel to the surface of the FogScreen, that the putty
rests on. The behavior of the plane is similar to that of
the surface of water, but instead, it is made out of a mesh
of sound nodes. As the putty moves around the FogScreen
it creates ripples in the plane, exciting the nodes in the
mesh. The nodes then create sound ripples that represent
the background sound of the work.

Because the fluid is stimulated by the sound it makes
and indirectly causes the sound mesh to activate, this en-
vironment can be thought of as a self-actuated system. By
changing the state of the fluid in the system, the user is
having an indirect effect on the environment as a whole.

V. Future Work

The future of the Interactive FogScreen includes explo-
ration of its potential as a pseudo-3D display, creating an
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immersive volumetric experience. This would clearly ben-
efit Sound Putty, giving users a much more profound sense
of directly interacting with the virtual object in physical
space. We’d also like to work on enabling multi-user col-
laboration in a visual and aural environment, allowing mul-
tiple simultaneous users to work with multiple Sound Put-
ties and their surrounding environment. This work will
present unique challenges in tracking, real-time rendering,
and visual-aural mapping.
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Abstract—Matching pursuit (MP) provides a method for
expanding arbitrary signals in terms of any usually over-
complete set of time-limited functions, or atoms, together
called a dictionary. The signal can thus be represented
sparsely by functions that are well-localized in time and
frequency, or are more highly correlated to the signal than
other basis functions. It has been shown that care must
be taken when designing the dictionary, but little work has
studied in detail the effects of the dictionary on decompo-
sition. Below we investigate the effects of the dictionary on
the decomposition of speech signals using non-orthogonal
MP. Decompositions of four speech signals using five differ-
ent dictionaries are compared in their ability of efficiently
and accurately representing signal energy.

Index Terms—Matching Pursuit, Atomic Decomposition,
Speech Analysis

I. INTRODUCTION

RELATIVELY recent work has focused on expanding
digital signals in terms of functions that are more cor-

relative than other basis functions such as complex expo-
nentials. One such method, matching pursuit (MP), itera-
tively finds best matches of a signal to atoms in a usually
highly redundant and over-complete set of functions, called
a dictionary [1, 2]. The selection is based on maximizing
the similarity of the signal and dictionary vectors. The
signal can then be represented in a very flexible way as a
linear combination of N scaled dictionary functions and a
residual:

f(t) =
N−1∑
n=0

〈Rnf, gγn〉gγn + RNf (1)

where gγn(t) is a unit-norm dictionary vector, indexed by
γn. After each match, the process repeats on the residual
signal until its energy passes a specified minimum or a
required number of atoms have been found.

Selected atoms are recorded in a “book” containing pa-
rameters that characterize each one, such as center time,
frequency, and inner product magnitude. The resulting
representations are more sparse and flexible than other ex-
pansions, but at the price of efficiency, convergence, and
increased computation.

MP decompositions (MPD) can be used to, among
other things, code and reconstruct a signal, aid in fea-
ture extraction and signal analysis [3, 4], classification [5],
and modification [6]. Furthermore one can achieve time-
frequency distributions (TFD) of signals that are more pre-
cise than the short-term Fourier transform by a superpo-
sition of Wigner-Ville transforms of individual atoms. In
this way one also removes the interference terms created
by a Wigner-Ville transform of the entire signal [1].

Mallat and Zhang [1], and Davis [2], have studied the
theoretical behaviors of the decomposition process, and
the importance of the dictionary. Others have researched
optimal dictionary sizes for a decomposition [7], and have
suggested that particular atoms are more efficient for some
signal types, such as speech [8]. Despite this growing re-
search, there still exists little exploration in the actual
effects of different dictionaries on signal decomposition.
Given a monophonic, non-noisy speech signal at 8 kHz,
how efficiently can it be represented by a given dictionary?
In this paper we present our results in decomposing sev-
eral speech files with five different dictionaries, two of them
hybrid.

Gabor

Exponential

FoF

Fig. 1. Examples of different dictionary atoms.

II. RESEARCH METHOD

To investigate the effects of dictionaries on non-
orthogonal MPD of speech, we have used the LastWave
(LW) software package, with the MP implementation by
Gribonval, Bacry, and Abadia [9]. There are numerous
atom types available in this software, including Gabor
functions (modulated Gaussian windows), modulated ex-
ponential windows, and FOFs (“Fonction d’onde Forman-
tique”) [10]. Figure 1 shows examples of these atoms at
different frequencies and scales.

Four short speech signals from different speakers were
selected for this study, taken from “Books on CD.” Each
signal was reduced to one channel and resampled to 8 kHz,
with 16-bit words. Non-orthogonal decompositions of each
speech signal were found using three homogeneous, and
three hybrid dictionaries: Gabor functions, modulated ex-
ponentials, FOF, and unions of those three in pairs. These
atoms were selected because the inner products can be
computed analytically. The entire signal was decomposed
at once, as opposed to using windowed approach.
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Fig. 2. Residual energy of two speech signals as a function of average
atom rate for the five dictionaries.

III. RESULTS

Figure 2 plots the decay of residual energy for two speech
signal decompositions for each dictionary, as a function of
average number of atoms per second (aps). Each decom-
position follows a common exponential descent. Though
non-orthogonal MP is not convergent in a finite number of
steps [2], for these 16-bit quantized signals a decomposi-
tion can be considered to have converged once the residual
energy is lower than -96 dB, or in the worst case when the
number of atoms exceeds the number of samples N .

It is clear here that the dictionary of modulated expo-
nentials is the least efficient out of the six at representing
the signals. For speech 1, at a residual level of -50 dB, over
1000 more aps are needed for the exponential than for the
Gabor dictionary. Both hybrid dictionaries perform bet-
ter than the three homogeneous ones, which is no surprise
since increasing the size of a dictionary will give a more
sparse decomposition. The dictionary that combines Ga-
bor and FOF atoms performs the best, though minimally
so compared with the homogeneous Gabor dictionary. At
a residual level of -50 dB, this difference is about 250 aps.

When using a hybrid dictionary, MP has a choice be-
tween the different types of atoms. We have found in these
cases that Gabor atoms are selected more often than ex-
ponential or FOF atoms. Furthermore the number of FOF
atoms selected in each 6 dB reduction of the residual is
about twice the number of exponential atoms selected; and
the ratio of FOF and exponential atoms to Gabor atoms
increases each time the residual energy is halved. This

implies that as the decomposition advances, the residual
begins to correlate more with those atom types than be-
fore. The probability of selecting a particular atom type
becomes more uniform.

IV. CONCLUSIONS

We have experimentally compared the performance of
five different dictionaries for non-orthogonal MP decom-
position of non-noisy speech signals at 8 kHz. It has
been shown that the performance of dictionaries contain-
ing Gabor atoms work sufficiently well for representing sig-
nal energy and in reconstructing the signals with a mini-
mum amount of distortions. Though average atom rates
for near-perfect reconstructions of these speech signals are
around 3000 - 4000 aps, we believe that this number could
be reduced by removing atoms that have little perceptual
significance, as well as using a windowed approach to the
decomposition. However, in non-orthogonal MP one can
not be sure if a particular atom corresponds to the signal,
or to an error introduced by previously selected atoms.
Thus removing a perceptually insignificant atom could re-
sult in a perceptible distortion it was used to correct. Fu-
ture work will aim to distinguish between these possibili-
ties.
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Fig. 2.  The same data as in Fig. 1 along with variation isocontours and data 
proximity map (shading) calculated using kPCA. The distribution of the data 
is more accurately characterized compared to using PCA alone. 

  
Abstract—Visualization of high dimensional data enables the 

user to gain an intuitive understanding of the data’s behavior 
and greater interaction with the data. In this paper, we present 
an interactive visualization tool developed based on the kernel 
Principal Component Analysis (kPCA) framework. Given a set of 
feature vectors in high dimension, the visualization tool projects 
the data onto two principal components at a time and provides 
variation isocontours and data proximity maps that guide the 
user’s interpretation of and interaction with the data. 
 

I. INTRODUCTION 
N many applications ranging from biological image 
processing to interactive audiovisual composition and 

performance, high dimensional data or features are generated 
and analyzed to make predictions and decisions.  However, to 
gain visual insight into the behavior of the data or to 
interactively navigate the feature space, the original data must 
be reduced down to two or three dimensions for visualization.  
Often dimensionality reduction is a tradeoff between how 
much information is preserved versus the simplicity of visual 
representations.  Consequently, the reduced data may not 
wholly depict the behavior of the original dataset.   

Motivated by a common need to gain intuitive 
understanding of the data’s behavior and greater interaction 
with the datasets from our individual research areas, we 
developed a versatile software tool that allows interactive 
visualization of high dimensional data. 

II. DIMENSIONALITY REDUCTION 

A. Principal Component Analysis 
We investigate a widely used data reduction technique 

known as Principal Component Analysis (PCA).  PCA 
projects the original high dimensional data onto a smaller 
subset of dimensions that capture most of the variations or 
energy in the data.  The advantages of PCA are its ease of 
implementation and its computational efficiency for 
reasonable size datasets.  However, PCA assumes the data to 
have a multivariate Gaussian distribution, which is not always 
true in practical settings.  Consequently using only the 
principal axes as a guide when visualizing or synthesizing 
new data points may yield misleading behaviors.  See Fig. 1. 

 

B. Kernel Principal Component Analysis (kPCA) 
To supplement the PCA framework, we use kernel PCA 

(kPCA) to enhance the visualization.  In kPCA, the original 
high dimensional data is nonlinearly mapped onto a possibly 
higher dimensional space where the mapped data is 
approximately Gaussian distributed. Taking advantage of the 
Gaussian nature of the mapped data, PCA can then be used to 
determine the major axes of variations in the data.  These 

principal components can more accurately capture the spread 

InVision: A Tool for Interactive Visualization of 
High Dimensional Data 

  Dan Overholt  Wesley Smith       Nhat Vu 
IGERT Fellow IGERT Fellow IGERT Fellow 

Media Arts & Technology       Media Arts & Technology  Electrical & Computer Engineering 

I 
Fig. 1.  Non-Gaussian distributed test data points projected onto the first two 
principal dimensions.  The contour lines indicate the level of variations from 
the mean at (0,0).  PCA suggests that data far away from the mean is less 
likely to be observed (lighter area), but there are clearly data points present at 
those locations.  
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.  
 
Fig. 3.  From InVision: a surface showing the kPCA data proximity 
with variation isocontours 1 and 2.  The yellow sphere is the 
current location of the input data vector.  

 
Fig. 4.  The FiberEye (left) and the captured image (right) with the 
section grid overlay and section 10 highlighted. 

.  

 
Fig. 5. Cone contours (left) and stained nuclei (right).  

or behavior of the data.  We also calculate the data proximity 
function, which is a measure of closeness to the data points in 
kPCA space, and project it onto PCA space.  The data 
proximity function is shown as a grayscale map in Fig. 2 and 
as a 3D surface in Fig. 3. 

 

III. INTERACTIVE VISUALIZATION TOOL 

A. Functionality 
We wish to take advantage the PCA framework because it 

is easy to implement and can be used to synthesize new data 
points interactively.  However, to provide the user with 
greater intuition about the behavior of the data, we also use 
information from kPCA space to supplement the visual 
display. The visualization is performed by the following steps: 

1. Perform PCA on the set of training data. 
2. Use kPCA to compute the data proximity map. 
3. Display the result as an interactive 3D surface. 

The user can then interact with the training data using two 
main modes. 

1. Synthesize new data by moving the mouse cursor over the 
surface and visualize the result.  

2. Use the 3D surface to monitor incoming user input in 
real-time from devices such as the FiberEye discussed 
below. 

B. Implementation 
We implemented InVision using the Jitter media 

programming environment.  Jitter is a very flexible, real-time 
data processing system that can readily connect with sensors, 
video streams, audio, and many other types of data.  It is also 
widely used in the New Media Arts community for 
performances and installations.  In our implementation, we 
also added some matrix analysis extensions and visualized the 
data using OpenGL.   

IV. PRELIMINARY DATASETS 

A. FiberEye 
The FiberEye is an interactive device that uses a bundle of 

fiber optics to sense hand positions.  A camera located at the 
base of the bundle records the amount of light traveling 
through the fibers.  We divide the bundle image into 64 equal 
area sections and use the mean pixel intensity of each section 

as 

our 64 dimensional data vector. 
In order to recognize hand positions, we collect training 

vectors from a set of predetermined poses and then process 
this data using our visualization tool.  Once the data proximity 
surface is computed, we can navigate the surface by using 
‘live’ data from the FiberEye.  The kPCA framework could 
also be use to determine the pose of a current hand position.  
The visualization of this process allows us to more precisely 
map input vectors to control parameters for live audiovisual 
performances, as well as to gain better control of the interface 
as a human-computer interface. 

B. Bioimage Analysis 
Working with Dr. Steven Fisher in the Molecular Cellular 

and Developmental Biology (MCDB) department, we seek to 
quantify changes observed in retinal images during 
detachment experiments.  The features extracted from these 
images include both cone shape data and the statistics 
describing the spatial patterns of nuclei in the outer nuclear 
layer.  The visualization tool can potentially reveal underlying 
biological processes throughout detachment. 
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V. CONCLUSION 
A new visualization framework has been developed to 

facilitate the scientific analysis and interactive control of high 
dimensional data.  We have used this kPCA-based system for 
both feature analysis of retinal detachment images and 
interactive human-computer interfaces for the control and 
generation of artistic audiovisual material. Future work will 
involve extending InVision to describe kPCA space in more 
detail and applying our system to more computer vision and 
media arts related applications. 
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