CS140 IV-2

‘ Matrix-Matrix Multiplication I

Problem: C = A x B where A and B are n X n

matrices.

Sequential code:

for . =1 ton do
for j =1 tondo
sum = 0;
for k=1 ton do
sum = sum + ali, k| x blk, j];
cli, j| = sum;
endfor

endfor

endfor
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CS140 IV-3

An example of A x B I
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CS140 IV-4

4 N
Task graph of ' = A x BI

Partitioned code:

for : =1 ton do

T; - for j =1 ton do
sum = 0;
for k=1 ton do

sum = sum —+ ali, k| xblk, j];

endfor

cli, j] = sum;

endfor

endfor
T; : Read row A; and matrix B.
Write row C;

Task graph:

. @) (1) () - () )
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IV-5
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Task and data mapping for C' = A x B I

SPMD code:

for:=1ton

if proc_map(i)=me do T;

Data mapping:

A is partitioned using rowwise block mapping

C is partitioned using rowwise block mapping

B is duplicated

to all processors

Changes in 7;’s code:

\_

Ak 7 Qlocal(i)k

Cij — Clocal(i)j
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CS140 IV-6

4 N

‘Parallel SPMD code of C' = A % BI

for 2 =1 to n do

if proc_map(i)=me do

for j =1 ton do
sum = 0;
for k=1ton do
sum = sum+allocal (1), k] xb[k, j];
endfor

cllocal(i), j] = sum;

endfor
endif

endfor
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CS140 IvV-7

Parallel algorithm with 1D partitioning'

Partitioned code:

for 2 =1 to n do

for j =1 ton do

T;j sum = 0;
for k=1 ton do

sum = sum + a(i, k) * b(k, j);
Endfor

c(i,j) = sum;

Endfor
Endfor

Data access: Each task 7; ; reads row A; and

column B; to write data element c; ;.
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CS140 IV-8

/Task graph: n? independent tasks:

Tr1 T12 ---1in
Is1 199 ---1on

Tn,l Tn,2 Tnn

Mapping.

e Matrix A is partitioned using row-wise block
mapping

e Matrix C is partitioned using row-wise block
mapping

e Matrix B is partitioned using column-wise

block mapping

e Task 7; ; is mapped to the processor of row ¢

in matrix A.
Cluster 1: Tl,l T172 s T1 n
Cluster 2: Tg,l T272 s T2 n

\ Cluster n: |Tp1 Thao -+ Thn
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CS140 IV-9

4 N

Parallel algorithm:

For j =1ton
Broadcast column B, to all processors
Do tasks T3 ;,1%;,- -+, Ty ; in parallel.
Endfor

Evaluation:

e Fach multiplication or addition counts one

time unit w.
e Each task T; ; costs 2nw.

e Assume that each broadcast costs
(o + Bn) log p.

PT = Z((Oé + 6n)logp + anw)
j=1

2n°w
= n(a+ fn)logp + .
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