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' Applications of Duplicate Detection and

— Similarity Computing

 Duplicate and near-duplicate documents occur in
many situations

= Copies, versions, plagiarism, spam, mirror sites

= 30-60+% of the web pages in a large crawl can be
exact or near duplicates of pages in the other 70%

= Duplicates consume significant resources during
crawling, indexing, and search

« Similar query suggestions
« Advertisement: coalition and spam detection

 Product recommendation based on similar product
features or user interests




' Exact Duplicate Detection

« Exact duplicate detection is relatively easy
= Content fingerprints

= SHA-1, MD5, cyclic redundancy check (CRC)

 Checksum techniques

= A checksum is a value that is computed based on the
content of the document

— e.g., sum of the bytes in the document file

T r o p i c a 1 f i s h Sum
54 72 6F 70 69 63 61 6C 20 66 69 73 68 508

= Possible for files with different text to have same
checksum



Example of Near-Duplicate: News Articles
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' Near-Duplicate Detection

 More challenging task

= Are web pages with same text context but different
advertising or format near-duplicates?

 Near-Duplication: Approximate match

= Compute syntactic similarity with an edit-
distance measure

= Use similarity threshold to detect near-
duplicates

—E.qg., Similarity > 80% => Documents are “near
duplicates”

— Not transitive though sometimes used transitively

= Expensive to find all near-duplicate pairs in N
documents. O(N?) comparisons




Two Techniques for Faster Similarity
Computation

1.

Docu-
ment

ﬁsﬁ

The set

of strings
of length k£
that appear
in the doc-
ument

'; ‘

Shingling : convert text documents to fingerprint sets.

2. Minhashing : convert a large set of fingerprints to short
signhatures, while preserving similarity.

Signatures :
short integer
vectors that
represent the
sets, and
reflect their
similarity

All-pair

comparison




' Computing Similarity with Shingles

« Shingles (n-gram terms) [Brin95, Brod98]
Document “a rose is a rose is a rose” =>
a _rose Is a
rose _is_a rose
IS a rose _Is
* Derive a set of shingles for each document

 Measure similarity between two docs (= sets of
shingles)

= Size of Intersection / Size of Union
4?

Jaccard measure




’ Jaccard similarity to measure resemblance

 The Jaccard similarity of two sets is the size of their
intersection divided by the size of their union.

= Sim (G4, Cp) = |CiNGyl/|C1uCyl.

3 1n intersection.
& 1n union.
Jaccard similarity

= 3/8



Fingerprint Example for Web Documents

Tropical fish include fish found in tropical environments around the world,
including both freshwater and salt water species.

(a) Original text

Shingling

tropical fish include, fish include fish, include fish found, fish found in, found in
tropical, in tropical environments, tropical environments around, environments
around the, around the world, the world including, world including both, including
both freshwater, both freshwater and, freshwater and salt, and salt water, salt

water species
(b) 3-grams @ Hashing

9038 664 463 822 492 798 78 969 143 236 913 908 694 553 870 779
(c) Hash values
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Steps of General Fingerprint Generation with
Shingling for Web Pages and Text Documents

1. The document is parsed into words. Non-word content, such as punctua-
tion, HT'ML tags, and additional whitespace, is removed.

2. The words are grouped into contiguous n-grams for some n. These are
usually overlapping sequences of words, although some techniques use non-
overlapping sequences.

3. Some of the n-grams are selected to represent the document.

4. The selected n-grams are hashed to improve retrieval efficiency and further
reduce the size of the representation.

5. The hash values are stored, typically in an inverted index.

6. Documents are compared using overlap of fingerprints

11



' Approximated Representation with
Sketching and Minhashing

« Computing exact set intersection of shingles between all
pairs of documents is expensive

= Approximate using a subset of shingles (called sketch
vectors) for each document

= Create a sketch vector for doc d using minhashing.
— Each element sketch [i] is computed as follows:
» Let fmap all shingles in the universe to 0..2™

» Let ; be a specific random permutation on 0..2™

* Pick MIN m; (f(s)) over all shingles s in this
document d

— Repeat above process for n rounds to have a sketch
vector of size n

= Documents which share more than t (say 80%) in
sketch vector's elements are similar

12



Computing Sketch[i] for Doc1 with

____Minhashing

Document 1

Start with 64 bit shingles

Permute on the number line

Pick the min wvalue

13



Test if Doc1.Sketch[i] = Doc2.Sketch]i]

Document 1 | Document 2
o 0 0O Q0 064 e 0 0 0 0 64
0 0 @ 000 564

Are these equal?

Test for i=1,2, ..., 200 random permutations: 7, 7,,... g

14



' Example: Permutation and Min-hash

Original shingle ordering = banana < cat < dog < mouse

Mapping function f(x) =x

Round 1:

ordering after permutation =, = cat < dog < mouse< banana

Document 1 with unigram
shingle: {mouse, dog}
With r,

MH-signature = dog

Document 2 with unigram
shingle : {cat, mouse}
With 7,

MH-signature = cat

15




’ Example: Min-hash with another hashing
function (permutation)

Original shingle ordering = banana < cat < dog < mouse
Mapping function f(x) =x

Round 2:
ordering after permutation n, = banana < mouse < cat < dog

Document 1 with unigram Document 2 with unigram
shingle: {mouse, dog} shingle : {cat, mouse}
With =, With =,

MH-signature = mouse MH-signature = mouse

16

Approximated similarity after two rounds with t,, ©,=1/2




' Summary: Shingling with Minhashing

 Given two documents d1, d2.

Let S1 and S2 be their shingle sets

= Document Resemblance =

|Intersection of S1 and S2| /| Union of S1 and S2)|.

Let Alpha = min ( n (f(S1))) Beta = min (n(f(S2)))

Probability (Alpha = Beta) = Resemblance

= Computing this by sampling (e.g. 200 times).

= For example, 100 times are equal out of 200
samplings.

= - Resemblance (document similarity) is 0.5

 Sometime we use one mapping function as a combination of two
. 17
functions w(f())



2

Locality-Sensitive Hashing
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' All-pair comparison is expensive

We want to compare objects, finding those pairs that are
sufficiently similar.

Complexity of comparing the signatures of all pairs of
objects is quadratic in the number of objects

Example: 10° objects implies 5*10'" comparisons.
= At 1 microsecond/comparison: 6 days.

Minhashing is useful, still not fast enough. We need
more sampling based techniques

19



Docu-
ment

The Big Picture for Siminar Document

— Search/Clustering

T

Shingling

v

/

The set

of strings
of length k£
that appear
in the doc-
ument

v

/

T

Minhash-

v

Signatures :
short integer
vectors that
represent the
sets, and
reflect their
similarity

Locality-
sensitive
Hashing

v

Candidate
pairs .

those pairs
of signatures
that we need
to test for
similarity.
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' Locality-Sensitive Hashing

General idea: Create a function f(x,y) that tells whether or
not x and y is a candidate pair : a pair of elements whose
similarity must be evaluated.

Map each document to many buckets dl d2

Observation:

= Similar documents should be mapped to one bucket after
a few rounds of tries

* Dissimilar documents should never be mapped to the
same bucket

Make elements of the same bucket candidate pairs.
= f(x,y) is true if x and y are mapped into the same bucket

21




’ LSH with minhash for similar document
detection/clustering

« Generate a set of LSH signatures for each doc to produce b
bands of signatures. Each band uses r of the min-hash values

Fori=1tob

— Randomly select » min-hash functions and concatenate
their values to form i'th LSH signature (called band)

e Pair (u,v) is a candidate to be similar if u and v have an LSH
signature in common in any round (i.e. one of the bands)

« Parameter r is the length of each band; b is the number of
bands

* Property
* Pr(lsh(u) =Ish(v)) = [Pr(minhash(u) = minhash(v))l

= Notice we use the same minhash functions to compare u and v

* Documents u and v are not similar if their LSH signatures are not
same for all b rounds of their LSH signature comparison *



'LSH lllustration: Produce signature with bands

Create b

bands for each [

document

Tune b and r
to catch most
similar pairs,
but few
nonsimilar

pairs.

Pr(Ish(u) = Ish(v)) = Pr(mh(u) = mh(v))"

r TOWS
per band
b bands \
\ One
short signature

Signatures
23



' Signature agreement of each pair at each band

Agreement?

« Signature of doc u A / \W

and v in the same me bucket?

band agrees - a O ]

candidate pair B N '
« Use r minhash b bands

values (r rows)

each band

= Band lengthisr

r TOWS
per band

Pr(Ish(u) = 1sh(v)) = [ Pr(minhash(u) = minhash(v)) |

24



Budkets n Docs 2 and 6
o t\ / N are probably identical.
Docs 6 and 7 are
VAY/ SRV e surely different.
1 b bands
r TOWS
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' Example: LSH with minhashing b=2, r=3

Get 4 MIN hash values to compose for LSH signatures. Then

C

erive b=2 LSH signatures and each uses r=3 MIN hash values

Document 1:
{mouse, dog, horse, ant}

MH, = horse
MH, = mouse
MH- = ant
M dog

S~ W N

LSH,34 = horse-ant-dog

LSH334

mouse-ant-dog

Rot

Rou

Document 2:

{cat, ice, shoe, mouse}

MH,; = cat

MH, = mouse

M_3 —_ ice

MH, = shoe

d 1

LSH,34 = cat-ice-shoe

d2

LSH,3, = mouse-ice-shoe

T'hese two documents are not mapped into the same bucket in both rounds




Buckets
' Analysis of LSH | '\ |

Probability the minhash signatures of documents C,,
C, agree in one row: s |

= Threshold of two similar documents

» Probability C4, C, identical in one band: s’ I Tows
* Probability C,, C, do not agree at least one row of a
band: 1-s’ b bands

Probability C,, C, do not agree in all bands: (1-s" )°

= False negative probability

Probability C,, C, agree one of these bands: 1- (1-s" )°
= Probability that we find such a pair.

27



B t
Example “C% S

Suppose documents C,, C, are 80% Similar
Choose b=20 bands of r=5 integers/band.

Probability C,, C, identical in one particular band:
(0.8)° = 0.328.

|

;

i

I TOWS

Probability C,, C, are not similar in any of the 20
bands: (1-0.328)20 = .00035 .

b bands

= j.e., about 1/3000th of the 80%-similar column pair
are false negatives.

S

Cl C2

crlc2 |

P

28




' Analysis of LSH — What We Want

/

Probability
‘ =1lifs>t¢
No chance
Probability it s <t
of sharing
a bucket

!

Similarity score s of two docs —— 2



Picking r and b for the best s-curve

Probability of a similar pair to share a bucket
b =20;r =5

Picking r and b:The S-curve

* Picking rand bto getthe bestS-curve
—50 hash-functions (r=5,b=10)

Prob. sharing a bucket

Red area: False Negative rate

Purple area: False Positive rate

Similarity

). Leskovec,A.Rajaraman, |. Ullman: Mining

v.mmds.org

s | 1-(1-s")b
2 .006

3 .047

4 .186

5 470

.6 .802

7 975

.8 .9996

IChoose b=15 bands of r=5 rows, false

positives would go down, but false negatives
would go up. N



' Shingling, MIN hashing, & LSH Summary

«— Get almost all pairs with similar signatures, but
eliminate most pairs that do not have similar
sighatures.

= Check that candidate pairs really do have similar
signatures.

« LSH involves tradeoff

= Pick the number of minhashes, the number of bands,

and the number of rows per band to balance false
positives/negatives.

= Small rounds - low false positives go down, but
lower recall (false negatives would go up)

Documents \‘ ﬁash-‘ Pair
—Sh o .

ingling (N » Comparison
/ 8 with LSH
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' Summary

« Shingling for duplicate comparison
= Signature generation with n-grams
= Jaccard similarity to measure resemblance
* Minhashing
= Reduce the number of signatures
« LSH
= Reduce the complexity of similarity comparison
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