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Abstract—The Web PKI ecosystem provides an underlying
layer of security to many Internet protocols used today.
By relying on Certificate Authorities (CAs), communication
can be authenticated and encrypted based on a chain of
trust. Unfortunately, this chain of trust has been broken
in the past. For instance, in 2011, adversaries managed to
issue fraudulent certificates on behalf of the DigiNotar CA,
resulting in a loss of trust in DigiNotar. To better detect
fraudulent certificates, Google introduced the concept of
Certificate Transparency (CT), which is based on append-
only logs that allow one to monitor and detect wrongly issued
X.509 certificates.

In this work, we investigate the potential of these logs
as a data source for target reconnaissance. Concretely, we
divide our study into two parts: First, we deploy several
honeypot web servers over a period of 200 days to study the
effect on incoming scanning traffic after pushing a certificate
to one or more CT logs. We find that adding a certificate to a
CT log leads to incoming network probes, just seconds after
publishing the entry. This suggests that CT logs are used
as input for web scans. In the IPv6 address space, our web
server received 2,700 packets after pushing our certificate to
a CT log, compared to 0 packets in our control group.

Second, we use large-scale active measurements to find
potentially vulnerable domains from CT log data. Using cer-
tificate issuance and renewal patterns, we identify websites
that are either at the beginning or at the end of their life
cycle. Our results show that freshly deployed websites are not
more likely to contain a known CVE compared to websites
that just renewed their certificate. On the other side of the
spectrum, however, we find that websites with an expired
certificate, yet still deployed in the wild, tend to contain
more outdated software, and hence more known CVEs. As
such, CT logs can indeed function as a data source for target
reconnaissance.

1. Introduction

It is commonly said that the Internet was never de-
signed with security in mind. Rather, through the years,
many enhancements and adjustments have been made to
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protocols and Internet policies to accommodate for various
security shortcomings. While not perfect, these enhance-
ments make it possible to keep the Internet functional and
allow for its widespread use.

One of these enhancements was the introduction of
a Public Key Infrastructure (PKI) on the Web, causing
the advent of the Secure Sockets Layer (SSL) protocol,
which is now better known as Transport Layer Security
(TLS) [28]. TLS enables the encryption of network traffic
(commonly done over TCP), as well as the authentication
of the communicating parties. Not long after its intro-
duction, many other protocols started supporting TLS to
provide their services over an encrypted channel. For
example, the Hypertext Transfer Protocol (HTTP), used
for distributing web pages, developed its Secure variant
(HTTPS), which makes use of TLS to authenticate a web
server and encrypt its traffic to and from clients. To do
so, each server requires an X.509 certificate, issued by
a Certificate Authority (CA). These certificates provide
proof of authenticity and include details for setting up an
encrypted channel between client and server (see Section 2
for further details).

Unfortunately, the Web PKI contains some weak
points. Because most CAs are run by people and operate
on a foundation of trust, it is unavoidable that this trust
can, and will, be broken. A notorious example is the infa-
mous DigiNotar case of 2011. After an adversary gained
access to DigiNotar’s system, a wildcard certificate was
issued for Google [12]. This enabled the execution of man-
in-the-middle (MITM) attacks against Google services.
Many more fraudulent certificates got issued due to this
hack, and, shortly after, DigiNotar was no longer trusted
by browser vendors and therefore ceased to exist [25].

To allow for faster detection of fraudulent certificates,
Google started in 2013 an initiative called Certificate
Transparency (CT), aimed at providing real-time monitor-
ing of all certificates issued by participating CAs [17]. CT
relies on numerous CT logs, operated by different parties
such as browser vendors and technology companies, but
also CAs themselves. The goal of these logs is to keep
track of every issued X.509 certificate and make this list
publicly accessible. While, in theory, everyone could push
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a certificate to these logs, it is mostly CAs that do so.
Specifically, when an organization requests a certificate,
the issuing CA will push the certificate to one or more
CT logs before providing it to the requesting party. CT
logs are append-only and must meet strict availability
requirements, as outlined in RFC 6962 [17]. By incentiviz-
ing CAs to push all newly issued certificates to multiple
CT logs, companies can monitor these logs to detect any
unwanted (and hence potentially fraudulent) certificates.
The more CAs do this, the more difficult it becomes for an
attacker to register a fraudulent certificate without being
noticed by a CT log monitor (see Section 2 for more
details on CT).

In its few years of operation, CT has proven to be
successful at detecting wrongly issued certificates early
on. For example, in 2016, Meta (then called Facebook)
was able to identify, and later revoke, duplicate certificates
for some of its own domains by actively monitoring CT
logs [16]. The certificates were covering multiple sub-
domains of Meta, along with other domain names that
were not in the company’s control. The certificates were
detected within an hour and immediately revoked.

While CT proves to be a step forward in battling the
issuance of fraudulent certificates, there is unfortunately
another side of the coin. By transparently pushing certifi-
cates to publicly accessible logs, sensitive information can
be (unwillingly) leaked to the public. Previous work has
shown how certificates from CT logs can leak employee
details and confidential company data, and how this can
be used for (spear)phishing attacks [32, 29]. Moreover,
Kondracki et al. found several bot campaigns in the wild
that actively scan websites and servers whose certificate
was pushed to one or more CT logs [14].

In this paper, we describe how CT logs are a potential
data source for target reconnaissance. Following the cyber
kill chain, many adversaries precede their penetration
by a reconnaissance phase, which is aimed at choosing
potential targets for the attack [40]. While various methods
exist for identifying potential targets (e.g., OSINT, port
scanning), previous work did not take into account CT
logs as an effective data source. CT provides the ability
to continuously monitor its logs, making it trivial for an
adversary to get a constant input of potentially interesting
domains. Compared to global web scans, CT has a much
lower processing time, especially for the IPv6 address
space. In this work, we demonstrate how to extract po-
tentially vulnerable websites from CT log data.

We conduct two types of large-scale measurements
to scrutinize the potential of CT logs for finding vul-
nerable websites on the Web. First, we perform passive
measurements on multiple honeypot domains to confirm
whether a website receives more scanning traffic when its
certificate has been pushed to a CT log. Using dedicated
control groups, we capture the differences between web-
sites whose certificate is included in one or more CT logs
compared to websites with a self-signed certificate, and
do this for both IPv4 and IPv6. We run our experiments
for a period of 200 days, capturing longitudinal trends
of these scanners. This allows us to get insights into their
temporal patterns, which we demonstrate to be affected by
certificate renewals. Additionally, we compare our results
to honeypot data from a 2018 study by Scheitle et al. [32]
to see how the behavior of CT log scanning has changed
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since 2018.

Second, we perform active measurements to detect
domains that are more prone to be vulnerable. Concretely,
we tackle this phase from two angles: The first aims
at catching domains at the very beginning of their life
cycle. We argue that, when deploying a website for the
first time, off-the-shelf configurations or containers may
be used, which might not have seen the latest security
updates. Our second angle looks at the opposite side of
the spectrum. Here, we argue that domains at the end of
their life cycle may become forgotten, leaving them with
outdated software [27].

By combining the results of our passive and active
measurement studies, we are the first to empirically con-
verge attack opportunities from CT logs with currently
ongoing scanning activity, painting a comprehensive pic-
ture of the CT log threat landscape. In short, we make the
following contributions:

o We deploy several web server honeypots over a pe-
riod of 200 days and show that having a certificate
in one or more CT logs leads to more incoming
network scans compared to having no certificate
in the CT ecosystem.

o We show that the effect of CT is especially no-
ticeable in IPv6, where our control group received
0 incoming network packets compared to 2,700 in
the CT-pushed group. By comparing our results to
a study of Scheitle et al. in 2018 [32] we demon-
strate that the general effect of CT has amplified
over the last three years.

o Through large-scale active measurements, we are
the first to use CT log data to detect potentially
vulnerable websites for target reconnaissance. Our
study shows that freshly deployed websites are not
more likely to contain server distributions with a
CVE compared to websites that have just renewed
their certificate. However, we further demonstrate
that CT logs can be used to detect actively de-
ployed websites with an expired certificate. Ad-
ditionally, we show that these websites tend to
run more outdated software, and hence have more
known CVEs. We conclude from this that CT
logs can be used as a valid data source for target
reconnaissance.

2. Background

This section explains how CT integrates in the Web
PKI infrastructure, and how the process from requesting
a certificate to embedding it into CT logs works.

2.1. Web PKI

X.509 certificates are the backbone of TLS/SSL,
which is used by various protocols, such as HTTPS,
to securely communicate over the web. Certificates are
linked to public/private key pairs, enabling parties to
establish an authenticated communication channel where
traffic content is encrypted. This prevents the possibility
of various network attacks, such as man-in-the-middle
(MITM) attacks. Certificate Authorities (CAs) issue valid
certificates after carefully validating the identity of the
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requesting party. The CA then signs the certificate using
its own self-signed root certificate. A root certificate can
either sign another CA certificate, or a so-called “end-
entity” certificate, which mostly belongs to a user or
organization. CA certificates signed by a root certificate
have the ability to also sign other certificates, creating a
chain of signatures. This chain is more commonly known
as the chain of trust since each signature provides a
guarantee from the signing party that the signed certificate
is legitimate and trustworthy. Since CAs can sign multiple
certificates, verifying a certificate comes down to verifying
a set of trustworthy CAs.

In HTTPS, Web browsers keep a list of trusted root
certificates, called trust store or root store, which they
use for verifying server certificates. Concretely, when a
user visits a website, the client and the server bootstrap a
secure connection by means of a handshake over TCP. In
this handshake, the client verifies, among other things, the
authenticity of the server by checking its X.509 certificate.
This verification step is based on the chain of trust.
Concretely, the browser will check whether the provided
certificate is trusted (meaning, signed) by one or more root
certificates in the browser’s trust store. If so, the browser
will trust the certificate and proceed to set up a secure
connection. As a result, browsers can verify relatively
quickly the trustworthiness of certificates, without needing
extensive screening of the providing party.

Of course, if a trusted CA becomes compromised, the
chain of trust is broken, enabling attackers to eavesdrop
on encrypted communication. This fundamental flaw of
web PKI is what inspired the advent of Certificate Trans-
parency.

2.2. Certificate Transparency

Certificate Transparency (CT) enables public auditing
of X.509 certificates, with the aim of detecting misbehav-
ior and wrongly-issued certificates faster. This happens by
using append-only logs (using Merkle trees) that collect
certificates issued by CAs. Because CT logs are publicly
accessible, anyone can track issuance activity from differ-
ent CAs, and audit for inconsistencies or mistakes. Also,
various monitoring services exist, which can be configured
to keep track of specific domain names and check whether
actors outside an organization try to register a malicious
certificate for the organization’s domain.

CT integrates into the web PKI ecosystem as follows:
When an organization requests a certificate for a domain,
the issuing CA pushes the certificate to one or more
CT logs. Upon receiving a certificate, the CT log server
creates a Signed Certificate Timestamp (SCT), which is a
verifiable guarantee from the log that the certificate is, or
will be, incorporated in the log. In addition, a Maximum
Merge Delay (MMD) is provided by the log, indicating
the maximum time it will take before the certificate is
publicly visible in the log'. The CT log then sends the
SCT back to the CA, which includes the SCT into the
certificate of the domain before delivering it to the domain
owner. The domain owner can then provide the SCT to
requesting parties to prove that its certificate is included
in a CT log.

'The MMD is usually 24 hours.
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This last step has become more and more important,
as many web browsers now require every certificate to be
included in one or more CT logs. For example, Google re-
quires in its Chrome browser that websites visited through
HTTPS provide an SCT from a Google-operated log and
from a non-Google-operated log [33]. Apple and Mi-
crosoft followed this approach shortly after by enforcing
similar rules in their web browsers. This incentivizes
domain owners to request certificates from CAs that push
to CT logs, and subsequently also incentivizes CAs to
push newly issued certificates to CT logs.

Although a second version of the CT protocol is
described in RFC 6962-bis [18], no plans have been
announced yet for its roll-out. As such, we build our work
on the original protocol from RFC 6962 [17]. Nonetheless,
our methodology and results should not be affected by the
potential switch from version 1.0 to 2.0, as we rely on the
general concept of CT for this work, and not its protocol-
specific details. A change of protocol would therefore
merely require an adaptation of our API calls to the log
service.

3. Influence of CT Logs on Network Scan-
ning

In this section, we explore the effects of CT logs
on the incoming network traffic to a website. We first
describe our methodology for generating domain names
and including them in CT logs, as well as how we deploy
honeypots behind these domain names to measure the dif-
ferences in network traffic. Then, we analyze the results of
our measurements and discuss how CT logs can influence
scanning behavior. At the end of this section, we compare
our results to a 2018 study by Scheitle et al. [32].

3.1. Methodology

Figure 1 depicts an overview of our empirical setup.
First, we generate a random, non-guessable, fully qual-
ified domain name (FQDN). We do so by using the
/dev/urandom file of our UNIX system, which gen-
erates random content using the environmental noise of
the hardware present in our machine [35]. We convert
the content of this file into a string of 13 characters and
prepend it to the domain name of our DNS zone (whose
name we omit for double-blind review). The two strings,
together, form a non-guessable FQDN. For example, if
our randomly generated string is “ugthyavcpleyt” we
construct the URL “ugthyavcpleyt.domain.com”
and use it as a honeytoken for our experiments, where
“domain.com” is the domain under our control.

Next, we request an X.509 certificate for our domain
name using Let’s Encrypt (LE) [1]. LE is a certificate
authority that also runs its own CT logs [7]. As part
of the process of issuing a certificate, LE makes sure
the certificate gets pushed to the CT logs. As such, by
requesting a certificate from LE we ensure that our newly
generated domain name gets exposed to the public through
CT logs. Furthermore, we make sure the certificate gets
automatically renewed every 60 days. As a result, each
time we renew our certificate, a new entry is pushed to
the CT ecosystem.
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Figure 1: Diagram of our empirical setup. For simplicity,
we depict only one instance, but, in reality, we perform
multiple experiments with different configurations. Also
note that we depict just one CT log, although in reality
CAs can push to multiple logs.

While requesting an X.509 certificate for our domain
name, we also add the necessary DNS entries to our DNS
server (following RFC 1912 [3]) and set up a virtual host
for our domain name. Both the DNS server as well as the
virtual hosts act as our honeypot system. We capture all
traffic received on both components and store the logs in
our data server for analysis.

3.2. Threat Model

For this study, we assume an adversary with average
infrastructure and resources, meaning an off-the-shelf PC
and a regular Internet connection. Their motive is to
find target websites to scan. While it would be feasible
for the adversary to perform a scan of the entire IPv4
address space, such an approach requires more resources
for repeated scans, and can easily produce overwhelming
results that are time-consuming to analyze. Therefore, to
perform a more efficient search, an adversary consults
one or more CT logs to extract target domain names
from certificates. All CT logs are publicly accessible by
definition, so an adversary monitors them for newly added
certificates. Each certificate contains one or more domain
names, which an attacker then targets for scanning. Albeit
monitoring services exist for CT logs, our methodology is
not dependent on them, and hence this approach is feasible
by accessing the CT logs directly.

3.3. Experiments

We design a set of experiments to scrutinize the effect
of CT logs from different angles. When setting up the
virtual host and configuring the DNS entries, we allocate
some domain names to an IPv4 address, and others to
an IPv6 address. We make sure that each IP address
assigned to an experiment has never been used prior to
this research.

For each experiment, we create an identical setup
using a self-signed certificate rather than a certificate
received from a CA. This prevents our certificate from
being automatically pushed to one or more CT logs. We
consider this group of experiments a controlled baseline
for our evaluation, allowing us to compare measurements
from a domain that has its certificate present in one or
more CT logs, to measurements from a domain whose
certificate is not present in any CT log.
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Since we adhere to the standards of RFC 1912 to
configure our DNS entries, each domain name is equipped
with a PTR record on our DNS server. This PTR record
exposes the domain name to actors scanning (random) IP
addresses in DNS. These actors can then further scan the
discovered domain names without consulting any CT log
as part of their reconnaissance. Fiebig et al. have proven
that such techniques are practical for enumerating hosts in
the IPv6 address space using rDNS and PTR records [9,
10]. As such, we can expect to see incoming probes that
were not influenced by an initial lookup in CT logs, but
rather by the presence of a PTR record in our DNS zone.
However, by launching a control experiment for each
setup, we argue that this effect is accounted for. We see
no reason to assume that the effects of these PTR records
would differ between the control and the main experiment,
allowing us to still compare the main experiment against
the control experiment to isolate the effect of CT logs.

In total, we create four categories of experiments:

o IPv4-CT: In this experiment, we deploy a virtual
host listening to one IP address in the IPv4 address
space and host a domain that advertises an X.509
certificate requested from LE.

o IPv4-Self: This uses the same setup as IPv4-CT,
but instead of requesting the certificate through
LE, we self-sign the certificate to avoid it being
pushed into the CT log ecosystem.

o IPv6-CT: In this experiment, we deploy a virtual
host listening to one IP address in the IPv6 address
space and host a domain that advertises an X.509
certificate requested from LE.

o IPv6-Self: This uses the same setup as IPv6-CT,
but, instead of requesting the certificate through
LE, we self-sign the certificate to avoid it being
pushed into the CT log ecosystem.

We run the experiments between March 3™, 2021, and
September 5, 2021 on Ubuntu 18.04.5 LTS using a one
core CPU at 2.3 GHz and 2 GB of RAM. We use Nginx
1.14.0 and PowerDNS 4.1.1 to configure our web server
setup.

3.4. Results

We start by analyzing the logs from our DNS server
to see whether CT logs influence the number of requests
received for the IP address of our URLs. Then, we look
at how this effect is seen in the HTTPS traffic to our web
server.

3.4.1. DNS Queries. Figure 2 depicts the cumulative
DNS queries received over time for experiments IPv4-
CT and IPv4-Self (Figure 2a), and experiments IPv6-
CT and IPv6-Self (Figure 2b). During the setup of our
experiments, we receive DNS queries stemming from the
CA that are necessary for setting up the certificate. These
queries were filtered out. The overall trend in both figures
shows that our servers receive more DNS queries for
domain names exposed through CT logs compared to the
domains from our control group. We notice clear surges
in the number of queries received each time a certificate
for the domain gets pushed to the CT logs (i.e., every
60 days), either due to a renewal or a first-time issuance.
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Figure 2: Cumulative number of DNS queries received by our servers over time, both for [Pv4 and IPv6. We also depict
the number of exact matches for our domain names received over time. In both address spaces, we clearly see how
domains pushed to CT logs receive more queries, with significant surges shortly after pushing the certificate to the logs.
It is also noteworthy that the IPv6 domains with no CT log entry do not receive any queries.
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Figure 3: Number of unique ASs over time from which
the observed DNS requests originate from. For the CT-
influenced experiments, we observe a clear surge at the
initial certificate registration, after which newly appearing
ASs steadily increase over time. Note that we only depict
exact matches here.

Also when filtering for only exact query matches (that is,
queries that fully match the generated domain name) we
see an identical trend. This gives a first indication that
domains with a certificate in one or more CT logs might
receive more scanning traffic. Interestingly, we observe
that our IPv6 control experiment receives no incoming
DNS requests whatsoever. This can be attributed to the
fact that, as of today, there exists no efficient method to
fully scan the entire IPv6 address space in a feasible time
frame. As we will discuss in 3.6, this demonstrates that
CT logs show potential for scanning IPv6 hosts without
needing to enumerate the entire IPv6 address space.

We receive requests from 2,291 unique IP addresses
stemming from 267 Autonomous Systems (ASs) for our
[Pv4-CT experiment, and from 1,641 unique IP addresses
in 163 ASs for experiment IPv4-Self. Similarly, we get
requests from 959 unique IP addresses and 112 ASs
for experiment IPv6-CT. For exact matches this becomes
1,016 IP addresses and 159 ASs for IPv4-CT, 455 IP
addresses and 49 ASs for IPv4-Self, and 666 IP addresses
and 105 ASs for IPv6-CT. The occurrence of a new IP
address follows the same trend as the general pattern of
requests depicted in figures 2a and 2b. That is, the number
of unique IP addresses observed gradually increases over
time, with significant surges at the certificate registration
and renewal times. For the observed ASs, however, we
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Figure 4: Cumulative number of HTTPS requests received
by the domains over time. (a) depicts the total amount
of incoming HTTPS traffic for both experiment IPv4-CT
and experiment IPv4-Self. (b) depicts an adjusted version,
where we subtract from IPv4-CT all sources stemming
from packets in experiment IPv4-Self. In the latter, we
again observe significant surges at the time of pushing
our certificates to the CT logs.

notice a slightly different trend, which we depict in Fig-
ure 3 (note that we only show the exact matches). At the
initial certificate registration, both the IPv4-CT and IPv6-
CT experiment show a steep increase in newly appearing
ASs, after which the trend resumes a stable pattern again.
On the first certificate renewal, no clear surge is measured
in newly appearing ASs. Interestingly, on the second
renewal, we do in fact observe a clear increase due to the
exposure of our certificate in the CT log ecosystem. This
overall trend suggests that, although source IP addresses
tend to differ per request, the incoming traffic seems to
stem from a rather defined set of ASs. Nonetheless, the
set of ASs is significantly larger for the CT-induced scans
than for our control group.

3.4.2. HTTPS Requests. Figure 4a depicts the cumula-
tive HTTPS requests received over time for experiments
[Pv4-CT and IPv4-Self. Although less apparent than in
our DNS logs, we do see an eventual increase in re-
quests to our experiment domain (IPv4-CT) compared to
our control domain (IPv4-Self). Interestingly, when we
filter out traffic in experiment IPv4-CT stemming from
all source addresses belonging to the incoming packets
in experiment IPv4-Self, the effect of CT becomes more
apparent. We plot this effect in Figure 4b where we now
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notice more clearly the influence of CT logs on incoming
HTTPS traffic. Concretely, we again observe clear surges
shortly after our certificate is pushed to the CT logs.

Similar to our DNS results, we detect no traffic on
IPv6 for our control experiment IPv6-Self. As such, all
incoming HTTPS requests in experiment IPv6-CT are
likely due to the effect of pushing our domains to CT
logs. In total, we receive around 2,700 packets destined
for our server.

The incoming requests originate from 90 unique IP
addresses stemming from 29 ASs, and 34 unique IP
addresses stemming from 19 ASs for IPv4-CT and IPv4-
Self, respectively. Similarly, for IPv6-CT, the requests
come from 42 unique IP addresses and 9 ASs. Unlike the
DNS data, we observe no clear patterns in source address
statistics that could be attributed to CT log influence. This
implies that renewing a certificate does not attract new
sources of scanning.

3.5. Comparison to 2018 study

In 2018, Scheitle et al. studied the general deployment
of CT and its influence on Internet traffic [32]. They
suggest that, based on their observations, there might be
actors in the wild who look for certificates in CT logs
and scan the domains covered by the certificate. While
their study focuses on the deployment and adoption rates
in the CT ecosystem, not much attention has been paid
to the difference between pushing a certificate to a CT
log or not. Our experiments, therefore, improve upon the
previous work in the following way: First, we run our
experiments much longer, namely over a time span of 200
days compared to only 18 days in the previous study. We
therefore capture longitudinal trends, giving us insight into
the persistence of scanners, and allowing us to recognize
interesting temporal patterns. As such, we are the first to
report on the effects of certificate renewals, which show
up in our data as a relevant factor for scanning behavior.
Specifically, we observe surges at each renewal, showing
that websites are continuously affected by scans due to
CT, and not just by one-time probes.

Moreover, based on prior work, it was unclear whether
the additional scanning traffic caused by CT would, over
time, grow in volume, potentially to a problematic size.
Our measurements show that these effects are fairly mild,
concluding that additional traffic should not be a concern
for website administrators.

Second, Scheitle et al. mention that adequately dis-
cerning arbitrary scanning from informed scanning was
not possible in their experiments, making it difficult to
purely attribute their results to the effect of CT. To over-
come this challenge, we introduce control groups in each
of our experiments. Since our control groups are identical
(with the exception of a self-signed certificate instead of
a CA-issued certificate) in setup compared to the regular
experiments, we can adequately observe the direct effect
of CT logs. In particular, for the IPv4-CT experiment, we
use this data to reveal the surges caused by CT-induced
scanners (see Figure 4b).

Third, Scheitle et al. create no DNS PTR record for
their domain names, therefore not strictly adhering to
the standard described in RFC 1912. The authors argue
that this prevents the influence of rDNS walking on the
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TABLE 1: Comparison of our results to a 2018 study by
Scheitle et al. [32]. Over a period of 3 years, we notice
a drastic change in the influence of CT logs on scanning
behavior. The detection of the first DNS query in IPv4 has
gone down by more than 50%, and the detection of the
first HTTPS request has a speed up of 97%-99%. Also in
IPv6, we notice a significant change, with the previous
study detecting O incoming packets whereas we detect
2,700 incoming packets.

2018 [32] 2021
First DNS query (IPv4) 73s-197s 23s
First HTTPS request (IPv4)  3,540s-1,641,600s  84s
Number of IPv6 packets 0 2,700

results of the experiments. We do include a PTR record
in our DNS configuration for each domain, and combat
the influence of rDNS walking by again using control
experiments for each setup (see Section 3.3 for more
detail).

Despite these differences, we still see value in com-
paring the results of Scheitle et al.’s early exploration
on this topic to capture the change of landscape since
2018. Table 1 highlights some striking changes between
the results of our study and the study of Scheitle et al.
(Note that we use the same CA, pushing to the same
CT logs, making the comparison sound.) Overall, we
conclude that the influence of CT logs on scanning traffic
has significantly increased since 2018. For example, the
first incoming requests arrive much faster compared to the
2018 study. For DNS in IPv4, this is a speedup 