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Preface

In recent years, advances in hardware technology have lead toraasec
in the capability to store and record personal data about consumersdand in
viduals. This has lead to concerns that the personal data may be misused fo
a variety of purposes. In order to alleviate these concerns, a numhextof
nigues have recently been proposed in order to perform the data mirksgrias
a privacy-preserving way. These techniques for performing gyimeserving
data mining are drawn from a wide array of related topics such as data mining,
cryptography and information hiding. The material in this book is designed
to be drawn from the different topics so as to provide a good overvieiweof
important topics in the field.

While alarge number of research papers are now available in this field, many
of the topics have been studied by different communities with different styles
At this stage, it becomes important to organize the topics in such a way that
the relative importance of different research areas is recognizethefunore,
the field of privacy-preserving data mining has been explored indeptiydy
the cryptography, database and statistical disclosure control commurities.
some cases, the parallel lines of work are quite similar, but the communities
are not sufficiently integrated for the provision of a broader persgeciihis
book will contain chapters from researchers of all three communities dhd w
therefore try to provide a balanced perspective of the work done in &hik fi

This book will be structured as an edited book from prominent rese@rche
in the field. Each chapter will contain a survey which contains the keyresea
content on the topic, and the future directions of research in the field. &sigph
will be placed on making each chapter self-sufficient. While the chapters will
be written by different researchers, the topics and content is orghinizeich a
way so as to present the most important models, algorithms, and applications in
the privacy field in a structured and concise way. In addition, attentioridsmpa
drawing chapters from researchers working in different areasler oo provide
different points of view. Given the lack of structurally organized infotiora
on the topic of privacy, the book will provide insights which are not easily
accessible otherwise. A few chapters in the book are not surveys, tiac
corresponding topics fall in the emerging category, and enough mateniad is
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available to create a survey. In such cases, the individual resultsheane
included to give a flavor of the emerging research in the field. Itis exg¢loat

the book will be a great help to researchers and graduate studentstiedere

the topic. While the privacy field clearly falls in the emerging category bexaus
of its recency, it is now beginning to reach a maturation and popularity point,
where the development of an overview book on the topic becomes boiblposs
and necessary. It is hoped that this book will provide a reference dests,
researchers and practitioners in both introducing the topic of priveesepving
data mining and understanding the practical and algorithmic aspects ofthe are



Chapter 1

AN INTRODUCTION TO PRIVACY-PRESERVING
DATA MINING

Charu C. Aggarwal
IBM T. J. Watson Research Center
Hawthorne, NY 10532

charu@us.ibm.com

Philip S. Yu
IBM T. J. Watson Research Center
Hawthorne, NY 10532

psyu@us.ibm.com

Abstract

The field of privacy has seen rapid advances in recent years secéthe
increases in the ability to store data. In particular, recent advances iatdmnh-
ing field have lead to increased concerns about privacy. While the thypitvacy
has been traditionally studied in the context of cryptography and informatio
hiding, recent emphasis on data mining has lead to renewed interest ialthe fi
In this chapter, we will introduce the topic of privacy-preserving datdmgiand
provide an overview of the different topics covered in this book.

1. Introduction

The problem of privacy-preserving data mining has become more impor-
tant in recent years because of the increasing ability to store persatzal d
about users, and the increasing sophistication of data mining algorithms to
leverage this information. A number of techniques such as randomization and
k-anonymity [1, 4, 16] have been suggested in recent years in orderftorm
privacy-preserving data mining. Furthermore, the problem has beemsdisd
in multiple communities such as the database community, the statistical dis-
closure control community and the cryptography community. In some cases,
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the different communities have explored parallel lines of work which aite qu
similar. This book will try to explore different topics from the perspectife o
different communities, and will try to give a fused idea of the work in differe
communities.

The key directions in the field of privacy-preserving data mining arelas fo
lows:

» Privacy-Preserving Data Publishing: These techniques tend to study
different transformation methods associated with privacy. These tech-
niques include methods such as randomizationizdnonymity [16, 7],
and [-diversity [11]. Another related issue is how the perturbed data
can be used in conjunction with classical data mining methods such as
association rule mining [15]. Other related problems include that of de-
termining privacy-preserving methods to keep the underlying data useful
(utility-based methods), or the problem of studying the different defi-
nitions of privacy, and how they compare in terms of effectiveness in
different scenarios.

m Changing the results of Data Mining Applications to preserve pri-
vacy. In many cases, the results of data mining applications such as
association rule or classification rule mining can compromise the privacy
ofthe data. This has spawned afield of privacy in which the results of data
mining algorithms such as association rule mining are modified in order
to preserve the privacy of the data. A classic example of such techniques
are association rule hiding methods, in which some of the association
rules are suppressed in order to preserve privacy.

= Query Auditing: Such methods are akin to the previous case of modify-
ing the results of data mining algorithms. Here, we are either modifying
or restricting the results of queries. Methods for perturbing the output of
queries are discussed in [8], whereas techniques for restrictingeguer
are discussed in [9, 13].

= Cryptographic Methods for Distributed Privacy: In many cases, the
data may be distributed across multiple sites, and the owners of the data
across these different sites may wish to compute a common function. In
such cases, a variety of cryptographic protocols may be used in order to
communicate among the different sites, so that secure function compu-
tation is possible without revealing sensitive information. A survey of
such methods may be found in [14].

= Theoretical Challenges in High Dimensionality:Real data sets are usu-
ally extremely high dimensional, and this makes the process of privacy-
preservation extremely difficult both from a computational and effective-
ness pointof view. In[12], it has been shown that optikaahonymization
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is NP-hard. Furthermore, the technique is not even effective with igerea
ing dimensionality, since the data can typically be combined with either
public or background information to reveal the identity of the underlying
record owners. A variety of methods for adversarial attacks in the high
dimensional case are discussed in [5, 6].

This book will attempt to cover the different topics from the point of view of
different communities in the field. This chapter will provide an overview of the
different privacy-preserving algorithms covered in this book. We wdtdss
the challenges associated with each kind of problem, and discuss ateaverv
of the material in the corresponding chapter.

2. Privacy-Preserving Data Mining Algorithms

In this section, we will discuss the key stream mining problems and will
discuss the challenges associated with each problem. We will also discuss an
overview of the material covered in each chapter of this book. The topéch
covered in this book are as follows:

General Survey. In chapter 2, we provide a broad survey of privacy-
preserving data-mining methods. We provide an overview of the different
techniques and how they relate to one another. The individual topics will be
covered in sufficient detail to provide the reader with agood refengmiog. The
ideaisto provide an overview of the field for a new reader from the pets of

the data mining community. However, more detailed discussions are deferred to
future chapters which contain descriptions of different data mining algosith

Statistical Methods for Disclosure Control.  Thetopic of privacy-preserving
data mining has often been studied extensively by the data mining community
without sufficient attention to the work done by the conventional work dgne b
the statistical disclosure control community. In chapter 3, detailed methods for
statistical disclosure control have been presented along with some ofdhe re
tionships to the parallel work done in the database and data mining community.
This includes methods such Asanonymity, swapping, randomization, micro-
aggregation and synthetic data generation. The idea is to give the readers
overview of the common themes in privacy-preserving data mining by differe
communities.

Measures of Anonymity. There are a very large number of definitions
of anonymity in the privacy-preserving data mining field. This is partially
because of the varying goals of different privacy-preserving ohétiéng algo-
rithms. For example, methods suchtagnonymity,/-diversity andt-closeness
are all designed to prevent identification, though the final goal is to pretee
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underlying sensitive information. Each of these methods is designed trprev
disclosure of sensitive information in a different way. Chapter 4 is s\aegwof
different measures of anonymity. The chapter tries to define privacy fhe
perspective of anonymity measures and classifies such measureshaghe c
ter also compares and contrasts different measures, and discussagtitie
advantages of different measures. This chapter thus provides anewand
perspective of the different ways in which privacy could be defiaad, what
the relative advantages of each method might be.

The k-anonymity Method.  Animportant method for privacy de-identification
is the method oft-anonymity [16]. The motivating factor behind the
anonymity technique is that many attributes in the data can often be considered
pseudo-identifiers which can be used in conjunction with public recordglér o

to uniquely identify the records. For example, if the identifications from the
records are removed, attributes such as the birth date and zip-codauaade

in order to uniguely identify the identities of the underlying records. The idea
in k-anonymity is to reduce the granularity of representation of the data in such
a way that a given record cannot be distinguished from at [@ast1) other
records. In chapter 5, thheanonymity method is discussed in detail. A number
of important algorithms fok-anonymity are discussed in the same chapter.

The Randomization Method.  The randomization technique uses data dis-
tortion methods in order to create private representations of the redgrdls [

In most cases, the individual records cannot be recovered, buaggregate
distributions can be recovered. These aggregate distributions camddéons
data mining purposes. Two kinds of perturbation are possible with themando
ization method:

= Additive Perturbation: In this case, randomized noise is added to the
data records. The overall data distributions can be recovered from the
randomized records. Data mining and management algorithms re de-
signed to work with these data distributions. A detailed discussion of
these methods is provided in chapter 6.

= Multiplicative Perturbation: In this case, the random projection or
random rotation techniques are used in order to perturb the records. A
detailed discussion of these methods is provided in chapter 7.

In addition, these chapters deal with the issue of adversarial attacks keal-
abilities of these methods.

Quantification of Privacy. A key issue in measuring the security of differ-
ent privacy-preservation methods is the way in which the underlyinggyiis
guantified. The idea in privacy quantification is to measure the risk of disclo-
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sure for a given level of perturbation. In chapter 8, the issue oftification

of privacy is closely examined. The chapter also examines the issue of utility,
and its natural tradeoff with privacy quantification. A discussion of thetixe
advantages of different kinds of methods is presented.

Utility Based Privacy-Preserving Data Mining.  Most privacy-preserving
data mining methods apply a transformation which reduces the effectiveness
the underlying data when itis applied to data mining methods or algorithms. In
fact, there is a natural tradeoff between privacy and accuracygthibis trade-
offis affected by the particular algorithm which is used for privacyspreation.

A key issue is to maintain maximum utility of the data without compromising
the underlying privacy constraints. In chapter 9, a broad overvietheoflif-
ferent utility based methods for privacy-preserving data mining is presente
The issue of designing utility based algorithms to work effectively with certain
kinds of data mining problems is addressed.

Mining Association Rules under Privacy Constraints.  Since association

rule mining is one of the important problems in data mining, we have devoted
a number of chapters to this problem. There are two aspects to the privacy-
preserving association rule mining problem:

= When the input to the data is perturbed, it is a challenging problem to
accurately determine the association rules on the perturbed data. Chapter
10 discusses the problem of association rule mining on the perturbed data.

m A different issue is that of output association rule privacy. In this case
we try to ensure that none of the association rules in the output result
in leakage of sensitive data. This problem is referred tass®ciation
rule hiding [17] by the database community, and thatcoihtingency
table privacy-preservatioby the statistical community. The problem
of output association rule privacy is briefly discussed in chapter 10. A
detailed survey of association rule hiding from the perspective of the
database community is discussed in chapter 11, and a discussion from
the perspective of the statistical community is discussed in chapter 12.

Cryptographic Methods for Information Sharing and Privacy. In many
cases, multiple parties may wish to shaggregate private datavithout leak-

ing any sensitive information at their end [14]. For example, differepesu
stores with sensitive sales data may wish to coordinate among themselves in
knowing aggregate trends without leaking the trends of their individuegsto

This requiressecure and cryptographic protocdier sharing the information
across the different parties. The data may be distributed in two wayssacros
different sites:
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= Horizontal Partitioning: In this case, the different sites may have dif-
ferent sets of records containing the same attributes.

= Vertical Partitioning: In this case, the different sites may have different
attributes of the same sets of records.

Clearly, the challenges for the horizontal and vertical partitioning casgLare
different. In chapters 13 and 14, a variety of cryptographic protdoolBor-
izontally and vertically partitioned data are discussed. The different lahds
cryptographic methods are introduced in chapter 13. Methods for mbaithp
partitioned data are discussed in chapter 13, whereas methods for vertically
partitioned data are discussed in chapter 14.

Privacy Attacks.  Itis useful to examine the different ways in which one can
make adversarial attacks on privacy-transformed data. This helpsigniteg

more effective privacy-transformation methods. Some examples of methods
which can be used in order to attack the privacy of the underlying datadieclu
SVD-based methods, spectral filtering methods and background krgevied
attacks. In chapter 15, a detailed description of different kinds of at@cks
data perturbation methods is provided.

Query Auditing and Inference Control. Many private databases are
open to querying. This can compromise the security of the results, when the
adversary can use different kinds of queries in order to undermirgetheity

of the data. For example, a combination of range queries can be usecin ord
to narrow down the possibilities for that record. Therefore, the resuéts o
multiple queries can be combined in order to uniquely identify a record, or at
least reduce the uncertainty in identifying it. There are two primary methods
for preventing this kind of attack:

= Query Output Perturbation: In this case, we add noise to the output of
the query result in order to preserve privacy [8]. A detailed descriptio
of such methods is provided in chapter 16.

= Query Auditing: In this case, we choose to deny a subset of the queries,
so that the particular combination of queries cannot be used in order to
violate the privacy [9, 13]. A detailed survey of query auditing methods
have been provided in chapter 17.

Privacy and the Dimensionality Curse. In recent years, it has been
observed that many privacy-preservation methods sucdhrasonymity and
randomization are not very effective in the high dimensional case [5]|r5].
chapter 18, we have provided a detailed description of the effects oirtteame
sionality curse on different kinds of privacy-preserving data miningratigm.
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It is clear from the discussion in the chapter that most privacy methodware
very effective in the high dimensional case.

Personalized Privacy Preservation.  In many applications, different sub-
jects have different requirements for privacy. For example, a bagjeecus-
tomer with a very large account would likely have a much higher level of
privacy-protection than a customer with a lower level of privacy protactin
such case, itis necessaryrsonalizehe privacy-protection algorithm. In per-
sonalized privacy-preservation, we construct anonymizations oféeteesiich
that different records have a different level of privacy. Tworapées of person-
alized privacy-preservation methods are discussed in [3, 18]. Theothit3]
uses condensation approach for personalized anonymization, while thedne
in [18] uses a more conventional generalization approach for anontjomizén
chapter 19, a number of algorithms for personalized anonymity are examined

Privacy-Preservation of Data Streams. A new topic in the area of privacy-
preserving data mining is that of data streams, in which data grows rapidly at
an unlimited rate. In such cases, the problem of privacy-preservatmuntes
challenging since the data is being released incrementally. In addition, the fas
nature of data streams obviates the possibility of using the past history of the
data. We note that both the topics of data streams and privacy-presdating
mining are relatively new, and there has not been much work on combining
the two topics. Some work has been done on performing randomization of
data streams [10], and other work deals with the issue of condensatied bas
anonymization [2] of data streams. Both of these methods are discussed in
Chapters 2 and 5, which are surveys on privacy and randomizatioeatagely.
Nevertheless, the literature on the stream topic remains sparse. Theisfor
chapter 20, we have added a chapter which specifically deals with theoissue
privacy-preserving classification of data streams. While this chaptetiieun
other chapters in the sense that it is not a survey, we have includedd&ntor
provide a flavor of the emerging techniques in this important area of sear

3. Conclusions and Summary

In this chapter, we introduced the problem of privacy-preservingrdating
and discussed the broad areas of research in the field. The braadépeivacy
are as follows:

= Privacy-preserving data publishing: This corresponds to sanitizing the
data, so that its privacy remains preserved.

= Privacy-Preserving Applications: This corresponds to designing data
management and mining algorithms in such a way that the privacy re-
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mains preserved. Some examples include association rule mining, clas-
sification, and query processing.

= Utility Issues: Since the perturbed data may often be used for mining and
management purposes, its utility needs to be preserved. Therefore, the
data mining and privacy transformation techniques need to be designed
effectively, so to to preserve the utility of the results.

= Distributed Privacy, cryptography and adversarial collaboration:
This corresponds to secure communication protocols between trusted
parties, so that information can be shared effectively without revealing
sensitive information about particular parties.

We also discussed a broad overview of the different topics discusshikin
book. In the remaining chapters, the surveys will provide a comprehensi
treatment of the topics in each category.
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Abstract In recent years, privacy-preserving data mining has been studgiedsévely,
because of the wide proliferation of sensitive information on the internet. A
number of algorithmic techniques have been designed for privaesepring
data mining. In this paper, we provide a review of the state-of-the-att--me
ods for privacy. We discuss methods for randomizatisanonymization, and
distributed privacy-preserving data mining. We also discuss casesi@h wie
output of data mining applications needs to be sanitized for privacyeason
purposes. We discuss the computational and theoretical limits associdted w
privacy-preservation over high dimensional data sets.

1. Introduction

In recent years, data mining has been viewed as a threat to privaaydsec
of the widespread proliferation of electronic data maintained by corpogation
This has lead to increased concerns about the privacy of the undpdsia.

In recent years, a number of techniques have been proposed fdfyimgar
transforming the data in such a way so as to preserve privacy. A sorvey
some of the techniques used for privacy-preserving data mining mayhd fo
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in [123]. In this chapter, we will study an overview of the state-of-tharar
privacy-preserving data mining.

Privacy-preserving data mining finds numerous applications in survedllanc
which are naturally supposed to be “privacy-violating” applications. Kéwe
is to design methods [113] which continue to be effective, without compro-
mising security. In [113], a number of techniques have been discussed f
bio-surveillance, facial de-dentification, and identity theft. More detailed d
cussions on some of these sssues may be found in [96, 114-116].

Most methods for privacy computations use some form of transformation on
the data in order to perform the privacy preservation. Typically, suchads
reduce the granularity of representation in order to reduce the privEcis
reduction in granularity results in some loss of effectiveness of data reareag
or mining algorithms. This is the natural trade-off between information loss
and privacy. Some examples of such techniques are as follows:

= The randomization methodfhe randomization method is a technique
for privacy-preserving data mining in which noise is added to the data
in order to mask the attribute values of records [2, 5]. The noise added
is sufficiently large so that individual record values cannot be reeove
Therefore, techniques are designed to derive aggregate distribinbons
the perturbed records. Subsequently, data mining techniques can be de-
veloped in order to work with these aggregate distributions. We will
describe the randomization technique in greater detail in a later section.

= The k-anonymity model and-diversity: The k-anonymity model was
developed because of the possibility of indirect identification of records
from public databases. This is because combinations of record attributes
can be used to exactly identify individual records. In thanonymity
method, we reduce the granularity of data representation with the use
of techniques such as generalization and suppression. This granularity
is reduced sufficiently that any given record maps onto at leagher
records in the data. THediversity model was designed to handle some
weaknesses in thie-anonymity model since protecting identities to the
level of k-individuals is not the same as protecting the corresponding
sensitive values, especially when there is homogeneity of sensitive values
within a group. To do so, the concept of intra-group diversity of sessiti
values is promoted within the anonymization scheme [83].

= Distributed privacy preservationin many cases, individual entities may
wish to deriveaggregate resultfrom data sets which are partitioned
across these entities. Such partitioning may be horizontal (when the
records are distributed across multiple entities) or vertical (when the at-
tributes are distributed across multiple entities). While the individual
entities may not desire to share their entire data sets, they may consent
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to limited information sharing with the use of a variety of protocols. The
overall effect of such methods is to maintain privacy for each individual
entity, while deriving aggregate results over the entire data.

= Downgrading Application Effectiveneskt many cases, even though the
data may not be available, the output of applications such as association
rule mining, classification or query processing may result in violations
of privacy. This has lead to research in downgrading the effectsgene
of applications by either data or application modifications. Some exam-
ples of such techniques include association rule hiding [124], classifier
downgrading [92], and query auditing [1].

In this paper, we will provide a broad overview of the different techagfor
privacy-preserving data mining. We will provide a review of the major algo-
rithms available for each method, and the variations on the different ted@wmiqu
We will also discuss a number of combinations of different concepts ssich a
k-anonymous mining over vertically- or horizontally-partitioned data. We wiill
also discuss a number of unique challenges associated with privassryire
data mining in the high dimensional case.

This paper is organized as follows. In section 2, we will introduce the
randomization method for privacy preserving data mining. In section 3, we
will discuss thek-anonymization method along with its different variations. In
section 4, we will discuss issues in distributed privacy-preserving datagnin
In section 5, we will discuss a number of techniques for privacy whiiste an
the context of sensitive output of a variety of data mining and data managiemen
applications. In section 6, we will discuss some unique challenges associate
with privacy in the high dimensional case. A number of applications of pyiva
preserving models and algorithms are discussed in Section 7. Sectioni@sonta
the conclusions and discussions.

2. The Randomization Method

Inthis section, we will discuss the randomization method for privacy-presge
data mining. The randomization method has been traditionally used in the con-
text of distorting data by probability distribution for methods such as surveys
which have an evasive answer bias because of privacy concdrris2g]. This
technique has also been extended to the problem of privacy-pregetaia
mining [2].

The method of randomization can be described as follows. Consider a set
of data records denoted by = {x;...zy}. For recordr; € X, we add a
noise componentwhich is drawn from the probability distributfoity). These
noise components are drawn independently, and are depptedyy. Thus,
the new set of distorted records are denotedby v, ... xn +yn. We denote
this new set of records by, ... zy. In general, it is assumed that the variance
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of the added noise is large enough, so that the original record valnestca
be easily guessed from the distorted data. Thus, the original recardstdze
recovered, but the distribution of the original records can be reedver

Thus, if X be the random variable denoting the data distribution for the
original recordY be the random variable describing the noise distribution, and
Z be the random variable denoting the final record, we have:

Z=X+Y
X=7Z-Y

Now, we note thatV instantiations of the probability distributiciare known,
whereas the distributiolr” is known publicly. For a large enough number of
values ofV, the distributiornZ can be approximated closely by using a variety of
methods such as kernel density estimation. By subtragfifgm the approx-
imated distribution ofZ, it is possible to approximate the original probability
distribution X. In practice, one can combine the process of approximation of
Z with subtraction of the distributiolr” from Z by using a variety of iterative
methods such as those discussed in [2, 5]. Such iterative methods typically
have a higher accuracy than the sequential solution of first approximéting
and then subtractiny from it. In particular, the EM method proposed in [5]
shows a number of optimal properties in approximating the distributio¥.of

We note that at the end of the process, we only hadistaibution contain-
ing the behavior ofX. Individual records are not available. Furthermore, the
distributions are available only along individual dimensions. Therefaw, n
data mining algorithms need to be designed to work with the uni-variate distri-
butions rather than the individual records. This can sometimes be a clelleng
since many data mining algorithms are inherently dependent on statistics which
can only be extracted from either the individual records or the multi-variate
probability distributions associated with the records. While the approach can
certainly be extended to multi-variate distributions, density estimation becomes
inherently more challenging [112] with increasing dimensionalities. For even
modest dimensionalities such as 7 to 10, the process of density estimation be-
comes increasingly inaccurate, and falls prey to the curse of dimensionality.

One key advantage of the randomization method is thatitis relatively simple,
and does not require knowledge of the distribution of other records iratae d
This is not true of other methods suchkaanonymity which require the knowl-
edge of other records in the data. Therefore, the randomization methdxbca
implemented atlata collection timgand does not require the use of a trusted
server containing all the original records in order to perform the amiration
process. While this is a strength of the randomization method, it also leads to
some weaknesses, since it treats all records equally irrespectiveirdbtieg
density. Therefore, outlier records are more susceptible to adveémsihaicks
as compared to records in more dense regions in the data [10]. In ogiearth
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against this, one may need to be needlessly more aggressive in addiag nois
to all the records in the data. This reduces the utility of the data for mining
purposes.

The randomization method has been extended to a variety of data mining
problems. In [2], it was discussed how to use the approach for cladific
A number of other techniques [143, 145] have also been proposed sdxn
to work well over a variety of different classifiers. Techniques hdse been
proposed for privacy-preserving methods of improving the effecéss of clas-
sifiers. For example, the work in [51] proposes methods for privaegeyving
boosting of classifiers. Methods for privacy-preserving mining obeission
rules have been proposed in [47, 107]. The problem of associaties ig
especially challenging because of the discrete nature of the attributes corr
sponding to presence or absence of items. In order to deal with this iksue,
randomization technique needs to be modified slightly. Instead of adding quan
titative noise, random items are dropped or included with a certain probability.
The perturbed transactions are then used for aggregate associbionnng.
This technique has shown to be extremely effective in [47]. The randtiotiza
approach has also been extended to other applications such as OL.ARJ3]
SVD based collaborative filtering [103].

2.1 Privacy Quantification

The quantity used to measure privacy should indicate how closely the drigina
value of an attribute can be estimated. The work in [2] uses a measure that
defines privacy as follows: If the original value can be estimated with
confidence to lie in the intervdly, as], then the interval widtHas — ;)
defines the amount of privacy a% confidence level. For example, if the
perturbing additive is uniformly distributed in an interval of width, thena is
the amount of privacy at confidence level 50% &nds the amount of privacy
at confidence level 100%. However, this simple method of determininggyriva
can be subtly incomplete in some situations. This can be best explained by the
following example.

ExamMmPLE 2.1 Consider an attributeX with the density functioffix (x) given
by:

fx(z)=050<z<1
054<x<5H
0 otherwise

Assume that the perturbing additié is distributed uniformly between
[—1,1]. Then according to the measure proposed in [2], the amount of pri-
vacy is 2 at confidence level 100%.
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However, after performing the perturbation and subsequent recart&iry
the density functiorfx (x) will be approximately revealed. Let us assume for
a moment that a large amount of data is available, so that the distribution
function is revealed to a high degree of accuracy. Since the (distribution of
the) perturbing additive is publically known, the two pieces of information can
be combined to determine that#f € [—1,2], thenX < [0, 1]; whereas if
Z € [3,6) thenX € [4,5].

Thus, in each case, the valueXfcan be localized to an interval of length 1.
This means that the actual amount of privacy offered by the perturlsidijiee
Y is at mostl at confidence level 100%. We use the qualifier ‘at most’ since
X can often be localized to an interval of length less than one. For example, if
the value ofZ happens to be-0.5, then the value oK can be localized to an
even smaller interval db, 0.5].

This example illustrates that the method suggested in [2] does not take into
account the distribution of original data. In other words, the (aggregaten-
struction of the attribute value also provides a certain level of knowledgshwh
can be used to guess a data value to a higher level of accuracy. Tatetgu
guantify privacy, we need a method which takes such side-information into
account.

A key privacy measure [5] is based on tthiéerential entropyof a random
variable. The differential entropy(A) of a random variablel is defined as
follows:

h(A) = — ; fa(a)logs fa(a) da (2.1)

where( 4 is the domain ofA. It is well-known thath(A) is a measure of
uncertainty inherent in the value ¢f [111]. It can be easily seen that for a
random variabld/ distributed uniformly between 0 and h(U) = logsy(a).
Fora=1,h(U) =0.

In [5], it was proposed tha?(Y) is a measure of privacy inherent in the
random variabled. This value is denoted by (A). Thus, a random variablé
distributed uniformly betweef anda has privacylI(U) = 2/°92(?) = . For a
general random variablé, I1( A) denote the length of the interval, over which
a uniformly distributed random variable has the same uncertaintly as

Given a random variablés, the conditional differential entropy ofA is
defined as follows:

h(AIB) = — /Q fan(@d)log fap_ya) dads  (22)

Thus, the average conditional privacyAtiiven B isTI(A|B) = 2"AIB)_ This
motivates the following metri®(A|B) for the conditional privacy loss ofl,
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givenB:
P(A|B) = 1 — I[(A|B)/I[(A) = 1 — 2MAIB) joh(4) — 1 _ 9=1(A:B),

wherel(A; B) = h(A) — h(A|B) = h(B) — h(BJ|A). I(A; B) is also known
as themutual informationbetween the random variablesand B. Clearly,
P(A|B) is the fraction of privacy ofA which is lost by revealings.

As an illustration, let us reconsider Example 2.1 given above. In this case,
the differential entropy o is given by:

h(X) = —/Q fx(z)logy fx(x) dx

1 5
= —/ 0.5logy 0.5 dx — / 0.5log, 0.5 dx
0 4
=1

Thus the privacy o, IT1(X) = 2! = 2. In other words X has as much privacy
as arandom variable distributed uniformly in an interval of length 2. Thsitlen
function of the perturbed valugis given byf,(z) = ffooo fx(w)fy(z—v)dv.

Using fz(z), we can compute the differential entropyZ) of Z. It turns
out thath(Z) = 9/4. Therefore, we have:

I(X;Z) = h(Z) — WZ|X) = 9/4 — h(Y)=9/4 —1=5/4

Here, the second equalify Z|X) = h(Y") follows from the fact thatX and
Y are independent and = X + Y. Thus, the fraction of privacy loss in this
case isP(X|Z) = 1 — 27%/* = 0.5796. Therefore, after revealing, X has
privacyTI(X|Z) = II(X) x (1 — P(X|Z)) = 2 x (1.0 — 0.5796) = 0.8408.
This value is less than 1, sincé can be localized to an interval of length less
than one for many values df.

The problem of privacy quantification has been studied quite extengively
the literature, and a variety of metrics have been proposed to quantifcpriv
A number of quantification issues in the measurement of privacy breaalses
been discussed in [46, 48]. In [19], the problem of privacy-pned@on has
been studied from the broader context of the tradeoff between thecprand
the information loss. We note that the quantification of privacy alone is not
sufficient without quantifying the utility of the data created by the randomization
process. A framework has been proposed to explore this tradeaf\fariety
of different privacy transformation algorithms.

2.2 Adversarial Attacks on Randomization

In the earlier section on privacy quantification, we illustrated an example in
which the reconstructed distribution on the data can be used in order teredu
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the privacy of the underlying data record. In general, a systematioagipr
can be used to do this in multi-dimensional data sets with the use of spectral
filtering or PCA based techniques [54, 66]. The broad idea in techngpas

as PCA [54] is that the correlation structure in the original data can be estimate
fairly accurately (in larger data sets) even after noise addition. Oncedlae b
correlation structure in the data has been determined, one can then try t@remo
the noise in the data in such a way that it fits the aggregate correlation structur
of the data. It has been shown that such techniques can reducevihey pof

the perturbation process significantly since the noise removal results isvalu
which are fairly close to their original values [54, 66]. Some other disonss

on limiting breaches of privacy in the randomization method may be found in
[46].

A second kind of adversarial attack is with the use of public information.
Consider a record{ = (x7...x4), Which is perturbed to&Z = (21 ... zg).
Then, since the distribution of the perturbations is known, we can try to use a
maximum likelihood fit of thepotential perturbatiorof Z to a public record.
Consider the publicly public recofd = (w; ...wg4). Then, theotential per-
turbationof Z with respecttdV is given by(Z — W) = (z1 —w1 . .. 24 — wgq).

Each of these values; — w;) should fit the distributionfy (y). The corre-
sponding log-likelihood fit is given by Z‘j:l log(fy(zi —w;)). The higher
the log-likelihood fit, the greater the probability that the recdfdtorresponds

to X. If it is known that the public data set always includ€sthen the max-
imum likelihood fit can provide a high degree of certainty in identifying the
correct record, especially in cases whérie large. We will discuss this issue
in greater detail in a later section.

2.3 Randomization Methods for Data Streams

The randomization approach is particularly well suited to privacy-pvasgr
data mining of streams, since the noise added to a given record is indepehde
the rest of the data. However, streams provide a particularly vulnerabkt ta
for adversarial attacks with the use of PCA based techniques [54Libeca
of the large volume of the data available for analysis. In [78], an interesting
technique for randomization has been proposed which uses the atttations
in different time series while deciding the noise to be added to any particular
value. It has been shown in [78] that such an approach is more rahast s
the noise correlates with the stream behavior, and it is more difficult to create
effective adversarial attacks with the use of correlation analysis tesbsiq

2.4 Multiplicative Perturbations

The most common method of randomization is that of additive perturba-
tions. However, multiplicative perturbations can also be used to good &dfec
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privacy-preserving data mining. Many of these techniques derive itheis

in the work of [61] which shows how to use multi-dimensional projections in
order to reduce the dimensionality of the data. This technique preserves the
inter-record distances approximately, and therefore the transforrediscan

be used in conjunction with a variety of data mining applications. In particular,
the approach is discussed in detail in[97, 98], in which itis shown howathes
method for privacy-preserving clustering. The technique can alspyiied to

the problem of classification as discussed in [28]. Multiplicative perturbatio
can also be used for distributed privacy-preserving data mining. Detailbe
found in [81]. A number of techniques for multiplicative perturbation in the
context of masking census data may be found in [70]. A variation on this theme
may be implemented with the use of distance preserving fourier transforms,
which work effectively for a variety of cases [91].

As in the case of additive perturbations, multiplicative perturbations are not
entirely safe from adversarial attacks. In general, if the attacker hvasior
knowledge of the data, then it is relatively difficult to attack the privacy ef th
transformation. However, with some prior knowledge, two kinds of attaks a
possible [82]:

= Known Input-Output Attack: In this case, the attacker knows some
linearly independent collection of records, and their corresponding pe
turbed version. In such cases, linear algebra techniques can b&used
reverse-engineer the nature of the privacy preserving transfommatio

= Known Sample Attack: In this case, the attacker has a collection of
independent data samples from the same distribution from which the
original data was drawn. In such cases, principal component analysis
techniques can be used in order to reconstruct the behavior of theabrigin
data.

2.5 Data Swapping

We note that noise addition or multiplication is not the only technique which
can be used to perturb the data. A related method is that of data swapping, in
which the values across different records are swapped in orderftopethe
privacy-preservation [49]. One advantage of this technique is théares or-
der marginal totals of the data are completely preserved and are nobeerauir
all. Therefore certain kinds of aggregate computations can be exadtymped
without violating the privacy of the data. We note that this technique does not
follow the general principle in randomization which allows the value of a kecor
to be perturbed independent;y of the other records. Therefore, thisigee
can be used in combination with other frameworks suck-asonymity, as
long as the swapping process is designed to preserve the definitiorigaafypr
for that model.
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3. Group Based Anonymization

The randomization method is a simple technique which can be easily im-
plemented atlata collection timgbecause the noise added to a given record
is independent of the behavior of other data records. This is also anesak
because outlier records can often be difficult to mask. Clearly, in cagédsdh
the privacy-preservation does not need to be performed at datatamiléme,
it is desirable to have a technique in which the level of inaccuracy depends
upon the behavior of the locality of that given record. Another key weak
of the randomization framework is that it does not consider the possibility that
publicly available records can be used to identify the identity of the owners of
that record. In [10], it has been shown that the use of publicly avaitablards
can lead to the privacy getting heavily compromised in high-dimensional.cases
This is especially true of outlier records which can be easily distinguisbed fr
other records in their locality. Therefore, a broad approach to mamgqyri
transformations is to construct groups of anonymous records whidhaae
formed in a group-specific way.

3.1 Thek-Anonymity Framework

In many applications, the data records are made available by simply removing
key identifiers such as the name and social-security numbers from pérson
records. However, other kinds of attributes (known as pseudo-idagjittan
be used in order to accurately identify the records. Foe example, attriuges
as age, zip-code and sex are available in public records such asgetisu
When these attributes are also available in a given data set, they can be used
to infer the identity of the corresponding individual. A combination of these
attributes can be very powerful, since they can be used to narrow dawn th
possibilities to a small number of individuals.

In k-anonymity techniques [110], we reduce the granularity of represemtatio
of these pseudo-identifiers with the use of techniques sugbresalizatiorand
suppressionin the method ofjeneralizationthe attribute values are general-
ized to arange in order to reduce the granularity of representation. &,
the date of birth could be generalized to a range such as year of birth,teo a
reduce the risk of identification. In the methodsoippressionthe value of the
attribute is removed completely. It is clear that such methods reduce the risk
of identification with the use of public records, while reducing the accuoécy
applications on the transformed data.

In order to reduce the risk of identification, theanonymity approach re-
quires that every tuple in the table be indistinguishability related to no fewer
thank respondents. This can be formalized as follows:
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DEFINITION 2.2 Eachrelease of the data must be such that every combination
of values of quasi-identifiers can be indistinguishably matched to at least
respondents.

The first algorithm fokz-anonymity was proposed in [110]. The approach uses
domain generalization hierarchied the quasi-identifiers in order to build
anonymous tables. The conceptafinimal generalization has been proposed
in [110] in order to limit the level of generalization for maintaining as much
data precision as possible for a given level of anonymity. Subsequémly,
topic of k-anonymity has been widely researched. A good overview and survey
of the corresponding algorithms may be found in [31].

We note that the problem of optimal anonymization is inherently a difficult
one. In [89], it has been shown that the problem of optilrahonymization is
NP-hard. Nevertheless, the problem can be solved quite effectivahehyse
of a number of heuristic methods. A method proposed by Bayardo anavAlyra
[18] is thek-Optimizealgorithm which can often obtain effective solutions.

The approach assumes an ordering among the quasi-identifier attribbiées. T
values of the attributes are discretized into intervals (quantitative attributes)
or grouped into different sets of values (categorical attributes). Each
grouping is aritem For a given attribute, the corresponding items are also
ordered. An index is created using these attribute-interval pairs (or itmmas)

a set enumeration tree is constructed on these attribute-interval pairsethis
enumeration tree is a systematic enumeration of all possible generalizations
with the use of these groupings. The root of the node is the null node, and
every successive level of the tree is constructed by appending onevhiarn

is lexicographically larger than all the items at that node of the tree. We note
that the number of possible nodes in the tree increases exponentially with the
data dimensionality. Therefore, it is not possible to build the entire tree even
for modest values af. However, thes-Optimize algorithm can use a number

of pruning strategies to good effect. In particular, a node of the tredbean
pruned when it is determined that no descendent of it could be optimal. This
can be done by computing a bound on the quality of all descendents obtigt n
and comparing it to the quality of the current best solution obtained during the
traversal process. A branch and bound technique can be usedctssively
improve the quality of the solution during the traversal process. Eventiially,

is possible to terminate the algorithm at a maximum computational time, and
use the current solution at that point, which is often quite good, but mayaot
optimal.

In [75], thelncognitomethod has been proposed for computigrainimal
generalization with the use of bottom-up aggregation along domain generaliza-
tion hierarchies. The Incognito method uses a bottom-up breadth-firshs&a
the domain generalization hierarchy, in which it generates all the possible min-
imal k-anonymous tables for a given private table. First, it chéekaonymity
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for each single attribute, and removes all those generalizations whichtdo no
satisfyk-anonymity. Then, it computes generalizations in pairs, again pruning
those pairs which do not satisfy tlieanonymity constraints. In general, the
Incognito algorithm compute@ + 1)-dimensional generalizatiotandidates
from thei-dimensional generalizations, and removes all those those gener-
alizations which do not satisfy thieanonymity constraint. This approach is
continued until, no further candidates can be constructed, or all podgifde-

sions have been exhausted. We note that the methods in [76, 75] use a more
general model fok-anonymity than that in [110]. This is because the method
in [110] assumes that the value generalization hierarchy is a tree, vshbega

in [76, 75] assumes that it is a graph.

Two interesting methods for top-down specialization and bottom-up gener-
alization fork-anonymity have been proposed in [50, 125]. In [50], a top-down
heuristic is designed, which starts with a general solution, and then spesializ
some attributes of the current solution so as to increase the information, but
reduce the anonymity. The reduction in anonymity is always controlled, so
thatk-anonymity is never violated. At the same time each step of the special-
ization is controlled by a goodness metric which takes into account both the
gain in information and the loss in anonymity. A complementary method to top
down specialization is that dbttom up generalizatiqior which an interesting
method is proposed in [125].

We note that generalization and suppression are not the only transfanmatio
techniques for implementing-anonymity. For example in [38] it is discussed
how to use micro-aggregation in which clusters of records are consdruebe
each cluster, its representative value is the average value along eacf dime
sion in the cluster. A similar method for achieving anonymity via clustering
is proposed in [15]. The work in [15] also provides constant factqrexd-
mation algorithms to design the clustering. In [8], a related method has been
independently proposed for condensation based privacy-pregetata min-
ing. This technigue generates pseudo-data from clustered grokpgobrds.

The process of pseudo-data generation uses principal compondygisod

the behavior of the records within a group. It has been shown in [&]hlea
approach can be effectively used for the problem of classification.ndtée
that the use of pseudo-data provides an additional layer of protedtios,isis
difficult to perform adversarial attacks on synthetic data. At the same time, th
aggregate behavior of the data is preserved, and this can be usefuddety

of data mining problems.

Since the problem of-anonymization is essentially a search over a space of
possible multi-dimensional solutions, standard heuristic search technigzies s
as genetic algorithms or simulated annealing can be effectively used. Such a
technique has been proposed in [130] in which a simulated annealing atgorith
is used in order to generakeanonymous representations of the data. Another
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technique proposed in [59] uses genetic algorithms in order to congtruct
anonymous representations of the data. Both of these techniques i@ghire
computational times, and provide no guarantees on the quality of the solutions
found.

The only known techniques which provide guarantees on the quality afthe s
lution areapproximation algorithm§gL3, 14, 89], in which the solution found is
guaranteed to be within a certain factor of the cost of the optimal solutionpAn a
proximation algorithm fok-anonymity was proposed in [89], and it provides an
O(k-logk) optimal solution. A number of techniques have also been proposed in
[13, 14], which provide)(k)-approximations to the optimal castanonymous
solutions. In [100], a large improvement was proposed over thesedtiffe
methods. The technique in [100] proposeg&iog(k))-approximation algo-
rithm. This is significantly better than competing algorithms. Furthermore, the
work in [100] also proposes@(( - log(k)) approximation algorithm, where
the parametefl can be gracefully adjusted based on running time constraints.
Thus, this approach not only provides an approximation algorithm, but also
gracefully explores the tradeoff between accuracy and running time.

In many cases, associations between pseudo-identifiers and sensitive a
tributes can be protected by using multiple views, such that the pseudo-iglentifi
and sensitive attributes occur in different views of the table. Thus, osriyadl
subset of the selected views may be made available. It may be possible to
achievek-anonymity because of the lossy nature of the join across the two
views. In the event that the join is not lossy enough, it may result in a violation
of k-anonymity. In [140], the problem of violation éanonymity using mul-
tiple views has been studied. It has been shown that the problem is Mhar
general. It has been shown in [140] that a polynomial time algorithm is dessib
if functional dependencies exist between the different views.

An interesting analysis of the safety bfanonymization methods has been
discussedin [73]. Ittries to model the effectivenessiofamonymous represen-
tation, given that the attacker has some prior knowledge about the datasuc
a sample of the original data. Clearly, the more similar the sample data is to the
true data, the greater the risk. The technique in [73] uses this fact ttraoins
a model in which it calculates the expected number of items identified. This
kind of technique can be useful in situations where it is desirable to determine
whether or not anonymization should be used as the technique of choige fo
particular situation.

3.2 Personalized Privacy-Preservation

Not all individuals or entities are equally concerned about their priveoy
example, a corporation may have very different constraints on thecgrofa
its records as compared to an individual. This leads to the natural problem
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that we may wish to treat the records in a given data set very differently fo
anonymization purposes. From a technical point of view, this means that the
value of k for anonymization is not fixed but may vary with the record. A
condensation-based approach [9] has been proposed fonppveserving data
mining in the presence of variable constraints on the privacy of the dateiec
This technique constructs groups of non-homogeneous size fromtthesdah
that it is guaranteed that each record lies in a group whose size is atdpmsbt
to its anonymity level. Subsequently, pseudo-data is generated fromrmeagh g
SO as to create a synthetic data set with the same aggregate distribution as the
original data.

Another interesting model of personalized anonymity is discussed in [132]
in which a person can specify the level of privacy for his ordesitive values
This technique assumes that an individual can specify a node of the domain
generalization hierarchy in order to decide the level of anonymity that ine ca
work with. This approach has the advantage that it allows for direct ¢tiote
of the sensitive values of individuals than a vaniianonymity method which
is susceptible to different kinds of attacks.

3.3 Utility Based Privacy Preservation

The process of privacy-preservation leads to loss of information ditet d
mining purposes. This loss of information can also be considered a loss of
utility for data mining purposes. Since some negative results [7] on the curse of
dimensionality suggest that a ot of attributes may need to be suppresseddrin or
to preserve anonymity, it is extremely important to do this carefully in order to
preserve utility. We note that many anonymization methods[18, 50, 83, §86] u
cost measures in order to measure the information loss from the anonymization
process. examples of such utility measures include generalization hegjht [1
size of anonymized group [83], discernability measures of attribute vElBgs
and privacy information loss ratio[126]. In addition, anumber of metrich a3
the classification metric [59] explicitly try to perform the privacy-prestéora
in such a way so as to tailor the results with use for specific applications such
as classification.

The problem of utility-based privacy-preserving data mining was firgiatl
formally in [69]. The broad idea in [69] is to ameliorate the curse of dimen-
sionality by separately publishing marginal tables containing attributes which
have utility, but are also problematic for privacy-preservation pupo3ie
generalizations performed on the marginal tables and the original tablex in fa
do not need to be the same. It has been shown that this broad appesach c
preserve considerable utility of the data set without violating privacy.

A method for utility-based data mining using local recoding was proposed in
[135]. The approach is based on the fact that different attributes diigferent
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utility from an application point of view. Most anonymization methods are
global, in which a particular tuple value is mapped to the same generalized
value globally. In local recoding, the data space is partitioned into a nuriber o
regions, and the mapping of the tuple to the generalizes value is local to that
region. Clearly, this kind of approach has greater flexibility, since it céorta

the generalization process to a particular region of the data set. In jLB&$

been shown that this method can perform quite effectively because ofiéts lo
recoding strategy.

Another indirect approach to utility based anonymization is to make the
privacy-preservation algorithms more aware of the workload [77].iCBlty,
data recipients may request only a subset of the data in many cases, and the
union of these different requested parts of the data set is referresl ttrea
workload. Clearly, a workload in which some records are used moradrety
than others tends to suggest a different anonymization than one whicdeid ba
on the entire data set. In [77], an effective and efficient algorithm leas b
proposed for workload aware anonymization.

Another direction for utility based privacy-preserving data mining is to
anonymize the data in such a way that it remains useful for particular kinds
of data mining or database applications. In such cases, the utility measure is
often affected by the underlying application at hand. For example, in [50]
a method has been proposed feanonymization using an information-loss
metric as the utility measure. Such an approach is useful for the problem of
classification. In [72], a method has been proposed for anonymizatighat
the accuracy of the underlying queries is preserved.

3.4 Sequential Releases

Privacy-preserving data mining poses unique problems for dynamic applic
tions such as data streams because in such cases, the datais relessghdgg
In other cases, different views of the table may be released sequer@iatig. a
data block is released, it is no longer possible to go back and increasgdhe le
of generalization. On the other hand, new releases may sharpen aregstack
view of the data and may make the overall data set more susceptible to attack.
For example, when different views of the data are released sequerttialty,
one may use a join on the two releases [127] in order to sharpen the ability to
distinguish particular records in the data. A technique discussed in [@BF§ r
on lossy joins in order to cripple an attack based on global quasi-identifiers
The intuition behind this approach is that if the join is lossy enough, it will re-
duce the confidence of the attacker in relating the release from previews v
to the current release. Thus, the inability to link successive releaseg is ke
preventing further discovery of the identity of records.
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While the work in [127] explores the issue of sequential releases from the
point of view of adding additional attributes, the work in [134] discusses th
same issue when records are added to or deleted from the original data. A
new generalization principle called-invariance is proposed, which effectively
limits the risk of privacy-disclosure in re-publication. Another method for
handling sequential updates to the data set is discussed in [101]. Ttkitea
in this approach is to progressively and consistently increase the {eatoa
granularity, so that the released data satisfiegtheonymity requirement both
with respect to the current table, as well as with respect to the previeases.

3.5 Thel-diversity Method

The k-anonymity is an attractive technique because of the simplicity of the
definition and the numerous algorithms available to perform the anonymization.
Nevertheless the technigque is susceptible to many kinds of attacks especially
when background knowledge is available to the attacker. Some kindsof suc
attacks are as follows:

= Homogeneity Attack: Inthis attack, all the values for a sensitive attribute
within a group ofk records are the same. Therefore, even though the data
is k-anonymized, the value of the sensitive attribute for that group of
records can be predicted exactly.

= Background Knowledge Attack: In this attack, the adversary can use
an association between one or more quasi-identifier attributes with the
sensitive attribute in order to narrow down possible values of the sensitive
field further. An example given in [83] is one in which background
knowledge of low incidence of heart attacks among Japanese could be
used to narrow down information for the sensitive field of what disease
a patient might have. A detailed discussion of the effects of background
knowledge on privacy may be found in [88].

Clearly, whilek-anonymity is effective in preventirigentificationof arecord, it
may not always be effective in preventing inference of the sensitivesaf the
attributes of that record. Therefore, the techniquédif/ersity was proposed
which not only maintains the minimum group sizekgfbut also focusses on
maintaining the diversity of the sensitive attributes. Therefore]-thieersity
model [83] for privacy is defined as follows:

DEeFINITION 2.3 Let ag*-block be a set of tuples such that its non-sensitive
values generalize tgf. Ag*-blockisi-diverse if it containg"well represented”
values for the sensitive attribute A table isl-diverse, if every;*-block in it

is [-diverse.

A number of different instantiations for thediversity definition are discussed
in [83]. We note that when there are multiple sensitive attributes, then the
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[-diversity problem becomes especially challenging because of the ofirse
dimensionality. Methods have been proposed in [83] for construtiitigerse

tables from the data set, though the technique remains susceptible to the curse
of dimensionality [7]. Other methods for creatiidiverse tables are discussed

in [133], in which a simple and efficient method for constructingitiiéverse
representation is proposed.

3.6 Thet-closeness Model

Thet-closeness model is a further enhancement on the concepiwrsity.
One characteristic of thiediversity model is that it treats all values of a given
attribute in a similar way irrespective of its distribution in the data. This is
rarely the case for real data sets, since the attribute values may be gemcsk
This may make it more difficult to create feasilileliverse representations.
Often, an adversary may use background knowledge of the globabdti&in
in order to make inferences about sensitive values in the data. Furtfeermor
not all values of an attribute are equally sensitive. For example, an attribute
corresponding to a disease may be more sensitive when the value is positive
rather than when itis negative. In[79};-@loseness model was proposed which
uses the property that the distance between the distribution of the sensitive
attribute within an anonymized group should not be different from the ¢loba
distribution by more than a threshaldThe Earth Mover distance metric is used
in order to quantify the distance between the two distributions. Furthermore,
the t-closeness approach tends to be more effective than many otheryprivac
preserving data mining methods for the case of numeric attributes.

3.7 Models for Text, Binary and String Data

Most of the work on privacy-preserving data mining is focussed on nicale
or categorical data. However, specific data domains such as stringsprtex
market basket data may share specific properties with some of thesalgener
data domains, but may be different enough to require their own set ofitpes
for privacy-preservation. Some examples are as follows:

= Text and Market Basket Data: While these can be considered a case
of text and market basket data, they are typically too high dimensional to
work effectively with standard-anonymization techniques. However,
these kinds of data sets have the special property that they are extremely
sparse The sparsity property implies that only a few of the attributes are
non-zero, and most of the attributes take on zero values. In [11], tech-
niques have been proposed to construct anonymization methods which
take advantage of this sparsity. In particular sketch based methods have
been used to construct anonymized representations of the data. Varia-
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tions are proposed to construct anonymizations which may be used at
data collection time.

= String Data: String Data is considered challenging because of the vari-
ations in the lengths of strings across different records. Typically meth-
ods fork-anonymity are attribute specific, and therefore constructions of
anonymizations for variable length records are quite difficult. In [12],
a condensation based method has been proposed for anonymization of
string data. This technique creates clusters from the different strinds, a
then generates synthetic data which has the same aggregate properties as
the individual clusters. Since each cluster contains at leastords,
the anonymized data is guaranteed to at least satisfy the definitions of
k-anonymity.

4. Distributed Privacy-Preserving Data Mining

The key goal in most distributed methods for privacy-preserving data min-
ing is to allow computation of useful aggregate statistics over the entire data
set without compromising the privacy of the individual data sets within the dif-
ferent participants. Thus, the participants may wish to collaborate in obtaining
aggregate results, but may not fully trust each other in terms of the distmbutio
of their own data sets. For this purpose, the data sets may eitheriaentally
partitionedor bevertically partitioned In horizontally partitioned data sets,
the individual records are spread out across multiple entities, eachioliwh
have the same set of attributes. In vertical partitioning, the individual enti-
ties may have different attributes (or views) of the same set of recorath B
kinds of partitioning pose different challenges to the problem of distributed
privacy-preserving data mining.

The problem of distributed privacy-preserving data mining overlapgblos
with a field in cryptography for determining secure multi-party computations.
A broad overview of the intersection between the fields of cryptograpldy a
privacy-preserving data mining may be found in [102]. The broad aamr
to cryptographic methods tends to compute functions over inputs provided by
multiple recipients without actually sharing the inputs with one another. For
example, in a 2-party setting, Alice and Bob may have two inputsd y
respectively, and may wish to both compute the functfomn, y) without re-
vealingx or y to each other. This problem can also be generalized aéross
parties by designing the argument functiork(x; ... z;). Many data mining
algorithms may be viewed in the context of repetitive computations of many
such primitive functions such as the scalar dot product, secure suin etcler
to compute the functiotf (z,y) or h(z; ..., xy), a protocolwill have to de-
signed for exchanging information in such a way that the function is computed
without compromising privacy. We note that the robustness of the protocol
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depends upon the level of trust one is willing to place on the two participants
Alice and Bob. This is because the protocol may be subjected to various kind
of adversarial behavior:

= Semi-honest Adversaries:In this case, the participants Alice and Bob
are curious and attempt to learn from the information received by them
during the protocol, but do not deviate from the protocol themselves. In
many situations, this may be considered a realistic model of adversarial
behavior.

= Malicious Adversaries: In this case, Alice and Bob may vary from the
protocol, and may send sophisticated inputs to one another to learn from
the information received from each other.

A key building-block for many kinds of secure function evaluations is the 1
out of 2 oblivious-transfer protocol. This protocol was proposedts [L05]
and involves two parties: sender and areceiver The sender’s input is a pair
(x0,21), and the receiver’s input is a bit valsec {0,1}. At the end of the
process, the receiver learag only, and the sender learns nothing. A number
of simple solutions can be designed for this task. In one solution [45, 58], th
receiver generates two random public keffg,and K1, but the receiver knows
only the decryption key fo,. The receiver sends these keys to the sender,
who encryptseg with Ky, 21 with K7, and sends the encrypted data back to
the receiver. At this point, the receiver can only decrypt since this is the
only input for which they have the decryption key. We note that this is a semi-
honest solution, since the intermediate steps require an assumption of tnust. F
example, it is assumed that when the receiver sends two keys to the,sender
they indeed know the decryption key to only one of them. In order to deal
with the case of malicious adversaries, one must ensure that the seadsesh
the public keys according to the protocol. An efficient method for doing so is
described in [94]. In [94], generalizations of the 1 out of 2 oblivioasgfer
protocol to the 1 oufV case and out of N case are described.

Since the oblivious transfer protocol is used as a building block forreecu
multi-party computation, it may be repeated many times over a given function
evaluation. Therefore, the computational effectiveness of the agipisam-
portant. Efficient methods for both semi-honest and malicious adversaees
discussed in [94]. More complex problems in this domain include the com-
putation of probabilistic functions over a number of multi-party inputs [137].
Such powerful techniques can be used in order to abstract out the peniti
from a number of computationally intensive data mining problems. Many of
the above techniques have been described for the 2-party caseh thengyic
solutions also exist for the multiparty case. Some important solutions for the
multiparty case may be found in [25].
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The oblivious transfer protocol can be used in order to compute delatea
mining primitives related to vector distances in multi-dimensional space. A
classic problem whichis often used as a primitive for many other problems is tha
of computing the scalar dot-product in a distributed environment [58].ifyfa
general set of methods in this direction are described in [39]. Many skthe
techniques work by sending changed or encrypted versions of this itgpone
another in order to compute the function with the different alternative vessio
followed by an oblivious transfer protocol to retrieve the correct vaftige final
output. A systematic framework is described in [39] to transform normal data
mining problems to secure multi-party computation problems. The problems
discussed in [39] include those of clustering, classification, associatlen r
mining, data summarization, and generalization. A second set of methods
for distributed privacy-preserving data mining is discussed in [32] in nttie
secure multi-party computation of a number of important data mining primitives
is discussed. These methods include the secure sum, the secure sgthenion
secure size of set intersection and the scalar product. These techomue
be used as data mining primitives for secure multi-party computation over a
variety of horizontally and vertically partitioned data sets. Next, we will discus
algorithms for secure multi-party computation over horizontally partitioned data
sets.

4.1 Distributed Algorithms over Horizontally Partitioned
Data Sets

In horizontally partitioned data sets, different sites contain differentcfets
records with the same (or highly overlapping) set of attributes which a@ us
for mining purposes. Many of these techniques use specialized vedsitres
general methods discussed in [32, 39] for various problems. Theiw¢dk)]
discusses the construction of a popular decision tree induction method called
ID3withthe use of approximations of the best splitting attributes. Subsequently
a variety of classifiers have been generalized to the problem of horilzenta
partitioned privacy preserving mining including the Naive Bayes Clas§ifgr
and the SVM Classifier with nonlinear kernels [141]. An extreme solution
for the horizontally partitioned case is discussed in [139], in which pyivac
preserving classification is performed ifidly distributed setting, where each
customer has private access to only their own record. A host of otltar da
mining applications have been generalized to the problem of horizontally par-
titioned data sets. These include the applications of association rule mining
[64], clustering [57, 62, 63] and collaborative filtering [104]. Metkddr co-
operative statistical analysis using secure multi-party computation methods are
discussed in [40, 41].
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A related problem is that of information retrieval and document indexing in
a network of content providers. This problem arises in the context of naultip
providers which may need to cooperate with one another in sharing thégntpn
but may essentially be business competitors. In [17], it has been disdusse
an adversary may use the output of search engines and contengpsanidrder
to reconstruct the documents. Therefore, the level of trust requiceesgvith
the number of content providers. A solution to this problem [17] constiaicts
centralized privacy-preserving index in conjunction with a distributecdsec
control mechanism. The privacy-preserving index maintains stron@gyiv
guarantees even in the face of colluding adversaries, and even if tine en
index is made public.

4.2 Distributed Algorithms over Vertically Partitioned
Data

For the vertically partitioned case, many primitive operations such as com-
puting the scalar product or the secure set size intersection can g insef
computing the results of data mining algorithms. For example, the methods in
[58] discuss how to use to scalar dot product computation for fredtesnset
counting. The process of counting can also be achieved by using theesec
size of set intersection as described in [32]. Another method for associatio
rule mining discussed in [119] uses the secure scalar product oveeittieal/
bit representation of itemset inclusion in transactions, in order to compute the
frequency of the corresponding itemsets. This key step is applied rdpeate
within the framework of a roll up procedure of itemset counting. It hasibee
shown in [119] that this approach is quite effective in practice.

The approach of vertically partitioned mining has been extended to a variety
of data mining applications such as decision trees [122], SVM Classification
[142], Naive Bayes Classifier [121], akemeans clustering [120]. A number of
theoretical results on the ability to learn different kinds of functions in valitic
partitioned databases with the use of cryptographic approaches anssdidc
in [42].

4.3 Distributed Algorithms for k-Anonymity

In many cases, it is important to maintdiranonymity across different dis-
tributed parties. In [60], &-anonymous protocol for data which is vertically
partitioned across two parties is described. The broad idea is for the ttiespa
to agree on the quasi-identifier to generalize to the same value beforeereleas
A similar approach is discussed in [128], in which the two parties agreewn ho
the generalization is to be performed before release.

In [144], an approach has been discussed for the case of hotlyqeti-
tioned data. The work in [144] discusses an extreme case in which each site
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is a customer which owns exactly one tuple from the data. It is assumed that
the data record has both sensitive attributes and quasi-identifier attribbtes.
solution uses encryption on the sensitive attributes. The sensitive valuesc
decrypted only if therefore are at ledstecords with the same values on the
quasi-identifiers. Thug;-anonymity is maintained.

The issue of-anonymity is also important in the context of hiding identi-
fication in the context of distributed location based services [20, 52]. i$n th
case,k-anonymity of the user-identity is maintained even when the location
information is released. Such location information is often released when a
user may send a message at any point from a given location.

A similar issue arises in the context of communication protocols in which
the anonymity of senders (or receivers) may need to be protected. Agedss
said to besenderk-anonymousif it is guaranteed that an attacker can at most
narrow down the identity of the senderidndividuals. Similarly, a message
is said to beeceiverk-anonymousif it is guaranteed that an attacker can at
most narrow down the identity of the receiveriandividuals. A number of
such techniques have been discussed in [56, 135, 138].

5. Privacy-Preservation of Application Results

In many cases, the output of applications can be used by an adversary in
order to make significant inferences about the behavior of the undgdyta.

In this section, we will discuss a number of miscellaneous methods for privacy
preserving data mining which tend to preserve the privacy of the enttgesu

of applications such as association rule mining and query processing. This
problem s related to that of disclosure control [1] in statistical databtsmsgh
advances in data mining methods provide increasingly sophisticated methods
for adversaries to make inferences about the behavior of the undedaia. In
cases, where the commercial data needs to be shared, the associasiamarule
represent sensitive information for target-marketing purposes, wigiesito

be protected from inference.

In this section, we will discuss the issue of disclosure control for a number
of applications such as association rule mining, classification, and query pr
cessing. The key goal here is to prevent adversaries from makingmaies
from the end results of data mining and management applications. A broad dis-
cussion of the security and privacy implications of data mining are presented
in [33]. We will discuss each of the applications below:

5.1 Association Rule Hiding

Recent years have seen tremendous advances in the ability to perform as
sociation rule mining effectively. Such rules often encode important target
marketing information about a business. Some of the earliest work on the cha
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lenges of association rule mining for database security may be found in [16]
Two broad approaches are used for association rule hiding:

= Distortion: In distortion [99], the entry for a given transaction is mod-
ified to a different value. Since, we are typically dealing with binary
transactional data sets, the entry value is flipped.

= Blocking: In blocking [108], the entry is not modified, but is left in-
complete. Thus, unknown entry values are used to prevent discolvery o
association rules.

We note that both the distortion and blocking processes have a numbee of sid
effects on the non-sensitive rules in the data. Some of the non-sensitige r
may be lost along with sensitive rules, and nghost rulesmay be created
because of the distortion or blocking process. Such side effects desitable
since they reduce the utility of the data for mining purposes.

A formal proof of the NP-hardness of the distortion method for hiding as-
sociation rule mining may be found in [16]. In [16], techniques are pregos
for changing some of the 1-values to 0-values so that the support obtres ¢
sponding sensitive rules is appropriately lowered. The utility of the approa
was defined by the number of non-sensitive rules whose supportseloa-
ered by using such an approach. This approach was extended in [8Hich
both support and confidence of the appropriate rules could be lowkr¢his
case, 0-values in the transactional database could also change te4&-vislu
many cases, this resulted in spurious association rules (or ghost riles$) w
was an undesirable side effect of the process. A complete descriptitve of
various methods for data distortion for association rule hiding may be found in
[124]. Another interesting piece of work which balances privacy ascasure
concerns of sanitized rules may be found in [99].

The broad idea of blocking was proposed in [23]. The attractiverfede o
blocking approach is that it maintains the truthfulness of the underlying data,
since it replaces a value with an unknown (often represented by thigrthan
a false value. Some interesting algorithms for using blocking for association
rule hiding are presented in [109]. The work has been further extemde
[108] with a discussion of the effectiveness of reconstructing the hiddes.
Another interesting set of techniques for association rule hiding with limited
side effects is discussed in [131]. The objective of this method is to redace th
loss of non-sensitive rules, or the creation of ghost rules during théniding
process.

In [6], it has been discussed how blocking techniques for hiding sssmt
rules can be used to prevent discovery of sensitive entries in the déta e
adversary. In this case, certain entries in the data are classified d#/eens
and only rules which disclose such entries are hidden. An efficient degth
association mining algorithm is proposed for this task [6]. It has beenrshow



34 PRIVACY-PRESERVING DATA MINING: MODELS AND ALGORITHMS

that the methods can effectively reduce the disclosure of sensitivesewitie
the use of such a hiding process.

5.2 Downgrading Classifier Effectiveness

An important privacy-sensitive application is that of classification, in which
the results of a classification application may be sensitive information for the
owner of a data set. Therefore the issue is to modify the data in such a way
that the accuracy of the classification process is reduced, while retafréng
utility of the data for other kinds of applications. A number of techniques have
been discussed in [24, 92] in reducing the classifier effectivenessitext of
classification rule and decision tree applications. The notiqguacgimonious
downgradings proposed [24] in the context of blocking out inference channels
for classification purposes while mining the effect to the overall utility. A
system called Rational Downgrader [92] was designed with the use & thes
principles.

The methods for association rule hiding can also be generalized to rutk base
classifiers. This is because rule based classifiers often use assounigg¢ion
mining methods as subroutines, so that the rules with the class labels in their
consequent are used for classification purposes. For a classifiagoiding
approach, such rules are sensitive rules, whereas all other rutespm-class
attributes in the consequent) are non-sensitive rules. An example of adnetho
for rule based classifier downgradation is discussed in [95] in whiclsibban
shown how to effectively hide classification rules for a data set.

5.3 Query Auditing and Inference Control

Many sensitive databases are not available for public access, butaway h
a public interface through whichggregate queryings allowed. This leads
to the natural danger that a smart adversary may pose a sequenceriebqu
through which he or she may infer sensitive facts about the data. Theenatu
of this inference may correspondftdl disclosurg in which an adversary may
determine the exact values of the data attributes. A second notion is that of
partial disclosurein which the adversary may be able to narrow down the
values to a range, but may not be able to guess the exact value. Mésbmor
query auditing generally concentrates on the full disclosure setting.

Two broad approaches are designed in order to reduce the likelihood of
sensitive data discovery:

= Query Auditing: In query auditing, we deny one or more queries from
a sequence of queries. The queries to be denied are chosen suble that
sensitivity of the underlying data is preserved. Some examples of query
auditing methods include [37, 68, 93, 106].
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= Query Inference Control: In this case, we perturb the underlying data
or the query result itself. The perturbation is engineered in such a way,
S0 as to preserve the privacy of the underlying data. Examples of meth-
ods which use perturbation of the underlying data include [3, 26, 90].
Examples of methods which perturb the query result include [22, 36,
42-44].

An overview of classical methods for query auding may be found in [he T
guery auditing problem has amline version, in which we do not know the
sequence of queries in advance, andflimeversion, in which we do know this
sequence in advance. Clearly, the offline version is open to better optimizatio
from an auditing point of view.

The problem of query auditing was first studied in [37, 106]. This aagino
works for the online version of the query auditing problem. In these winkes
sum query is studied, and privacy is protected by using restrictions es aia
pairwise overlaps of the allowable queries. Let us assume that the qmery s
is restricted to be at mo&t and the number of common elements in pairwise
guery sets is at most. Then, ifg be the number of elements that the attacker
already knows from background knowledge, it was shown that [88] that
the maximum number of queries allowed®s k — (¢+ 1)) /m. We note that if
N be the total number of data elements, the above expression is alwaysldound
above by2 - N. If for some constant, we choosé = N/c andm = 1, the
approach can only support a constant number of queries, after alhgpleries
would have to be denied by the auditor. Clearly, this is undesirable from an
application point of view. Therefore, a considerable amount of rekdaas
been devoted to increasing the number of queries which can be andwered
the auditor without compromising privacy.

In [67], the problem of sum auditing on sub-cubes of the data cube are
studied, where a query expression is constructed using a string oa0dZ,

The elements to be summed up are determined by using matches to the query
string pattern. In [71], the problem of auditing a database of booleaewasu
studied for the case of sum and max queries. In [21], and approaciuéoy
auditing is discussed which is actually a combination of the approach of @gnyin
some gueries and modifying queries in order to achieve privacy.

In [68], the authors show that denials to queries depending upon theans
to the current query can leak information. The authors introduce the notion
of simulatable auditing for auditing sum and max queries. In [93], the authors
devise methods for auditing max queries and bags of max and min querigs unde
the partial and full disclosure settings. The authors also examine the nétion o
utility in the context of auditing, and obtain results for sum queries in the full
disclosure setting.

A number of techniques have also been proposed for the offline veridioa
auditing problem. In [29], a number of variations of the offline auditing fob
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have been studied. In the offline auditing problem, we are given a seguen
of queries which have been truthfully answered, and we need to deteifmine
privacy has been breached. In [29], effective algorithms werpgsed for the

sum, max, and max and min versions of the problems. On the other hand, the
sum and max version of the problem was shown to be NP-hard. In [dfflare
auditing framework was proposed for determining whether a databasesadh

to its disclosure properties. The key idea is to create an audit expredsicim w
specifies sensitive table entries.

A number of techniques have also been proposed for sanitizing ormando
izing the data for query auditing purposes. These are fairly generatisotl
privacy, since they preserve the privacy of the data even whentine @atabase
is available. The standard methods for perturbation [2, B}lanonymity [110]
can always be used, and it is always guaranteed that an adversanpbae-
rive anything more from the queries than they can from the base data, Thu
since ak-anonymity model guarantees a certain level of privacy even when the
entire database is made available, it will continue to do so under any seguenc
of queries. In [26], a number of interesting methods are discussed fsune
ing the effectiveness of sanitization schemes in terms of balancing paveaty
utility.

Instead of sanitizing the base data, it is possible to use summary constructs on
the data, and respond to queries using only the information encoded imthe su
mary constructs. Such an approach preserves privacy, as long sisntimary
constructs do not reveal sensitive information about the underlyirayadscA
histogram based approach to data sanitization has been discusse@if{[26,
this technique the data is recursively partitioned into multi-dimensional cells.
The final output is the exact description of the cuts along with the population
of each cell. Clearly, this kind of description can be used for approximate
qguery answering with the use of standard histogram query processitig me
ods. In [55], a method has been proposed for privacy-preseiniexing of
multi-dimensional data by using bucketizing of the underlying attribute values
in conjunction with encryption of identification keys. We note that a choice
of larger bucket sizes provides greater privacy but less accur@ayilarly,
optimizing the bucket sizes for accuracy can lead to reductions in pridny
tradeoff has been studied in [55], and it has been shown that rddeansery
precision can be maintained at the expense of partial disclosure.

In the class of methods which use summarization structures for inference
control, an interesting method was proposed by Mishra and Sandler in [90]
which uses pseudo-random sketches for privacy-preservatidghisitechnique
sketches are constructed from the data, and the sketch represerdatiossd
to respond to user queries. In [90], it has been shown that the schreser\es
privacy effectively, while continuing to be useful from a utility point of wie
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Finally, an important class of query inference control methods changes the
results of queries in order to preserve privacy. A classical methoddggre-
gate queries such as the sum or relative frequency is that of randoplisg
[35]. In this technique, a random sample of the data is used to compute such
aggregate functions. The random sampling approach makes it impossible fo
the questioner to precisely control the formation of query sets. The ty@an
of using a random sample is that the results of large queries are quité robus
(in terms ofrelative error), but the privacy of individual records are preserved
because of highbsolute error

Another method for query inference control is by adding noise to thétsesu
of queries. Clearly, the noise should be sufficient that an adversamyot
use small changes in the query arguments in order to infer facts about the
base data. In [44], an interesting technique has been presented in tvich
result of a query is perturbed by an amount which depends upon tleelyind
sensitivity of the query function. This sensitivity of the query function firobel
approximately by the change in the response to the query by changing one
argument to the function. An important theoretical result [22, 36, 42, 43]
shows that a surprisingly small amount of noise needs to be added toite res
of a query, provided that the number of queries is sublinear in the nunfiber o
database rows. With increasing sizes of databases today, this residtegro
fairly strong guarantees on privacy. Such queries together with thelntiglig
noisy responses are referred to as the SuLQ primitive.

6. Limitations of Privacy: The Curse of Dimensionality

Many privacy-preserving data-mining methods are inherently limited by the
curse of dimensionality in the presence of public information. For example, the
technique in [7] analyzes thkeanonymity method in the presence of increasing
dimensionality. The curse of dimensionality becomes especially important
when adversaries may have considerable background informatiormeasla
of which the boundary between pseudo-identifiers and sensitive atgimaty
become blurred. This is generally true, since adversaries may be familiar with
the subject of interest and may have greater information about them thetn wh
is publicly available. This is also the motivation for techniques such- as
diversity [83] in which background knowledge can be used to makedurth
privacy attacks. The work in [7] concludes that in order to maintain pyiva
large number of the attributes may need to be suppressed. Thus, the data los
its utility for the purpose of data mining algorithms. The broad intuition behind
the result in [7] is that when attributes are generalized into wide ranges, the
combination of a large number of generalized attributes is so sparsely feghula
that even two anonymity becomes increasingly unlikely. While the method of
[-diversity has not been formally analyzed, some observations madelin [83
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seem to suggest that the method becomes increasingly infeasible to implement
effectively with increasing dimensionality.

The method of randomization has also been analyzed in [10]. This pa-
per makes a first analysis of the ability to re-identify data records with the
use of maximum likelihood estimates. Considei-dimensional recordl’ =
(21 ...24), which is perturbed t& = (z;...z4). For a given public record
W = (w; ... wq), we would like to find the probability that it could have been
perturbed taZ using the perturbing distributiofy (y). If this were true, then
the set of values given 7 — W) = (21 —wj . . . zg—wy) should be all drawn
from the distributionfy (y). The corresponding log-likelihood fit is given by
— Zle log(fy(z; — w;)). The higher the log-likelihood fit, the greater the
probability that the recordl” corresponds toX. In order to achieve greater
anonymity, we would like the perturbations to be large enough, so that some
of the spurious records in the data have greater log-likelihood #t tikan the
true recordX. It has been shown in [10], that this probability reduces rapidly
with increasing dimensionality for different kinds of perturbing distributions
Thus, the randomization technique also seems to be susceptible to the curse of
high dimensionality.

We note that the problem of high dimensionality seems to be a fundamental
one for privacy preservation, and it is unlikely that more effective netloan
be found in order to preserve privacy when background informatimuiaa
large number of features is available to even a subset of selected irad&idu
Indirect examples of such violations occur with the use of trail identifications
[84, 85], where information from multiple sources can be compiled to create a
high dimensional feature representation which violates privacy.

7. Applications of Privacy-Preserving Data Mining

The problem of privacy-preserving data mining has numerous applisation
homeland security, medical database mining, and customer transactionsanalys
Some of these applications such as those involving bio-terrorism and medical
database mining may intersect in scope. In this section, we will discuss a
number of different applications of privacy-preserving data mining nostho

7.1 Medical Databases: The Scrub and Datafly Systems

The scrub system [118] was designed for de-identification of clinicesno
and letters which typically occurs in the form of textual data. Clinical notds an
letters are typically in the form of text which contain references to patieats, f
ily members, addresses, phone numbers or providers. Traditionaidaekn
simply use a global search and replace procedure in order to prowade\pr
However clinical notes often contain cryptic references in the form bfeb-
ations which may only be understood either by other providers or members of
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the same institution. Therefore traditional methods can identify no more than
30-60% of the identifying information in the data [118]. The Scrub system uses
numerous detection algorithms which compete in parallel to determine when
a block of text corresponds to a name, address or a phone numbe&ciiite
System uses local knowledge sources which compete with one anotleer bas
on the certainty of their findings. It has been shown in [118] that sugktam
is able to remove more th&9% of the identifying information from the data.
The Datafly System [117] was one of the earliest practical applications of
privacy-preserving transformations. This system was designedvergrielen-
tification of the subjects of medical records which may be stored in multi-
dimensional format. The multi-dimensional information may include directly
identifying information such as the social security number, or indirectly iden-
tifying information such as age, sex or zip-code. The system was designe
response to the concern that the process of removing only directly idegtify
attributes such as social security numbers was not sufficient to guaranite
vacy. While the work has a similar motive as theanonymity approach of
preventing record identification, it does not formally use@anonymity model
in order to prevent identification through linkage attacks. The approacksw
by setting a minimum bin size for each field. The anonymity level is defined in
Datafly with respect to this bin size. The values in the records are thus-gene
alized to the ambiguity level of a bin size as opposed to exact values. Directly,
identifying attributes such as the social-security-number, name, or zgpared
removed from the data. Furthermore, outlier values are suppressedteo
data in order to prevent identification. Typically, the user of Datafly will set
the anonymity level depending upon the profile of the data recipient in ques-
tion. The overall anonymity level is defined between 0 and 1, which defines
the minimum bin size for each field. An anonymity level of O results in Datafly
providing the original data, whereas an anonymity level of 1 results in the max
imum level of generalization of the underlying data. Thus, these two values
provide two extreme values of trust and distrust. We note that these vatues a
set depending upon the recipient of the data. When the records aasael®
the public, it is desirable to set of higher level of anonymity in order to ensur
the maximum amount of protection. The generalizations in the datafly system
are typically done independently at the individual attribute level, since trse bin
are defined independently for different attributes. The Datafly systemei®f
the earliest systems for anonymization, and is quite simple in its approach to
anonymization. A lot of work in the anonymity field has been done since the
creation of the Datafly system, and there is considerable scope foraarhant
of the Datafly system with the use of these models.
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7.2 Bioterrorism Applications

In typical bioterrorism applications, we would like to analyze medical data
for privacy-preserving data mining purposes. Often a biological tagech
as anthrax produces symptoms which are similar to other common respiratory
diseases such as the cough, cold and the flu. In the absence of midekge
of such an attack, health care providers may diagnose a patient affgcted
anthrax attack of have symptoms from one of the more common respiratory
diseases. The key is to quickly identify a true anthrax attack from a normal
outbreak of a common respiratory disease, In many cases, an unusuagn
of such cases in a given locality may indicate a bio-terrorism attack. Tdretef
in order to identify such attacks it is necessary to track incidences of these
common diseases as well. Therefore, the corresponding data woultbrised
reported to public health agencies. However, the common respiratorgéisea
are not reportable diseases by law. The solution proposed in [114]tisftha
“selective revelation” which initially allows only limited access to the data.
However, in the event of suspicious activity, it allows a “drill-down” into the
underlying data. This provides more identifiable information in accordance
with public health law.

7.3 Homeland Security Applications

A number of applications for homeland security are inherently intrusive be-
cause of the very nature of surveillance. In [113], a broad overig@@rovided
on how privacy-preserving techniques may be used in order to depése th
applications effectively without violating user privacy. Some examplesdi s
applications are as follows:

= Credential Validation Problem: In this problem, we are trying to match
the subject of the credential to the person presenting the credential. For
example, the theft of social security numbers presents a serious threat
to homeland security. In the credential validation approach [113], an
attemptis made to exploit the semantics associated with the social security
number to determine whether the person presenting the SSN credential
truly owns it.

= |dentity Theft: A related technology [115] is to use a maetiveap-
proach to avoid identity theft. Thigentity angelsystem [115], crawls
through cyberspace, and determines people who are at risk from identity
theft. This information can be used to notify appropriate parties. We
note that both the above approaches to prevention of identity theft are
relatively non-invasive and therefore do not violate privacy.

= Web Camera Surveillance: One possible method for surveillance is
with the use of publicly available webcams [113, 116], which can be
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used to detect unusual activity. We note that this is a much more invasive
approach than the previously discussed techniques because afi-perso
specificinformation being captured inthe webcams. The approach can be
made more privacy-sensitive by extracting ofagial countinformation

from the images and using these in order to detect unusual activity. It has
been hypothesized in [116] that unusual activity can be detected only in
terms of facial count rather than using more specific information about
particular individuals. In effect, this kind of approach uses a domain-
specific downgrading of the information available in the webcams in
order to make the approach privacy-sensitive.

= Video-Surveillance: In the context of sharing video-surveillance data, a
major threat is the use of facial recognition software, which can match the
facial images in videos to the facial images in a driver license database.
While a straightforward solution is to completely black out each face, the
resultis of limited new, since all facial information has been wiped out. A
more balanced approach [96] is to use selective downgrading of tlaé fac
information, so that it scientifically limits the ability of facial recognition
software to reliably identify faces, while maintaining facial details in
images. The algorithm is referred tofa§ame, and the key is to identify
faces which are somewhat similar, and then construct new faces which
construct combinations of features from these similar faces. Thus, the
identity of the underlying individual is anonymized to a certain extent,
but the video continues to remain useful. Thus, this approach has the
flavor of ak-anonymity approach, except that it creates new synthesized
data for the application at hand.

= The Watch List Problem: The motivation behind this problem [113] is
that the government typically has a list of known terrorists or suspected
entities which it wishes to track from the population. The aim is to view
transactional data such as store purchases, hospital admissionsieairpla
manifests, hotel registrations or school attendance records in order to
identify or track these entities. This is a difficult problem because the
transactional data is private, and the privacy of subjects who do Rot ap
pear in the watch list need to be protected. Therefore, the transactional
behavior of non-suspicious subjects may not be identified or revealed.
Furthermore, the problem is even more difficult if we assume that the
watch list cannot be revealed to the data holders. The second assump-
tion is a result of the fact that members on the watch list may only be
suspected entities and should have some level of protection from iden-
tification as suspected terrorists to the general public. The watch list
problem is currently an open problem [113].
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7.4 Genomic Privacy

Recent years have seen tremendous advances in the science of BNA se
guencing and forensic analysis with the use of DNA. As result, the dagabas
of collected DNA are growing very fast in the both the medical and law en-
forcement communities. DNA data is considered extremely sensitive, since it
contains almost uniquely identifying information about an individual.

As in the case of multi-dimensional data, simple removal of directly iden-
tifying data such as social security number is not sufficient to prevent re
identification. In [86], it has been shown that a software calléenGene
can determine the identifiability of DNA entries independent of any other de-
mographic or other identifiable information. The software relies on publicly
available medical data and knowledge of particular diseases in ordeligo ass
identifications to DNA entries. It was shown in [86] tH#-100% of the in-
dividuals are identifiable using this approach. The identification is done by
taking the DNA sequence of an individual and then constructing a gemetic p
file corresponding to the sex, genetic diseases, the location where thevB&NA
collected etc. This genetic profile has been shown in [86] to be quite effec-
tive in identifying the individual to a much smaller group. One way to protect
the anonymity of such sequences is with the usgeoferalization lattice§37]
which are constructed in such a way that an entry in the modified database
cannot be distinguished from at leést— 1) other entities. Another approach
discussed in [11] constructs synthetic data which preserves the atgodar-
acteristics of the original data, but preserves the privacy of the otiginards.
Another method for compromising the privacy of genomic data is thabof
re-identification in which the uniqueness of patient visit patterns [84, 85] is ex-
ploited in order to make identifications. The premise of this work is that patients
often visit and leave behind genomic data at various distributed locations and
hospitals. The hospitals usually separate out the clinical data from thengeno
data and make the genomic data available for research purposes. Whégethe d
is seemingly anonymous, the visit location pattern of the patients is encoded in
the site from which the data is released. It has been shown in [84, 85hthat
information may be combined with publicly available data in order to perform
unigue re-identifications. Some broad ideas for protecting the privaaycim s
scenarios are discussed in [85].

8. Summary

In this paper, we presented a survey of the broad areas of prrasgrving
data mining and the underlying algorithms. We discussed a variety of data mod-
ification technigues such as randomization &rahonymity based techniques.
We discussed methods for distributed privacy-preserving mining, amdette
ods for handling horizontally and vertically partitioned data. We discussed th
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issue of downgrading the effectiveness of data mining and data managemen
applications such as association rule mining, classification, and quemgsroc
ing. We discussed some fundamental limitations of the problem of privacy-
preservation in the presence of increased amounts of public informatibn an
background knowledge. Finally, we discussed a nhumber of divepdieation
domains for which privacy-preserving data mining methods are useful.
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