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Abstract

Towards Effort-Saving Knowledge Mining and Reasoning over the Web
by
Hanwen Zha

The web exposes modern humans to ever-growing information about the world.
Meanwhile, knowledge is democratized and spread to a wider population, not just
privileged elites. However, with broad knowledge buried deeply and diversely un-
der the Internet, the potential of knowledge democratization is not fully exploited:
knowledge can be hard to find and digest. Knowledge mining and reasoning tech-
niques acquire such knowledge on unstructured and structured data to satisfy people’s
craving for knowledge. It pushes forward the democratization of knowledge, making
the broader knowledge more accessible to a wider part of the world.

However, for practitioners to build a system and present it to final users, much
more human effort is involved in the whole process. (1) From the system aspect,
human supervision needs to be provided: For a new domain, high cost of data col-
lection, the data-hungry nature of mainstream approaches like neural networks all
pose challenges on label efficiency, i.e., to reduce the need for human supervision. (2)
From the user aspect, certain human intelligence is needed: it takes time for users to
digest, understand, accept the returned results. It suggests that the system should
provide a global picture and has explainability. So the effort of human intelligence is
saved. (3) Users may want intelligent human-machine interaction. It is probable they
have a very vague query idea at the beginning and need some exploration until they
have a clear mind. A human-in-the-loop intelligent system is demanded: it supports

iterative query, exploration, refinement, and navigation.

Viil



In this dissertation, we propose complementary approaches targeting these aspects
towards effort-saving knowledge mining and reasoning. We begin with knowledge min-
ing, which directly harvests knowledge from massive unstructured text. We formulate
and mine a graph describing a global picture of scientific development with free weak
supervision. We also design a human-in-the-loop system to ease query development
and facilitate intelligence exploration of a large text repository. Next, we propose
a general-purpose textual relation embedding that is transferable for downstream
relation-involving tasks. Finally, we focus on knowledge reasoning, leveraging strong
and large pre-trained language models. We propose to use a pre-trained language
model to incorporate both structural and textual information of knowledge graph.
We also adopt a constrained decoding strategy to the pre-trained language model,
successfully applying the generative model in commonsense knowledge base comple-
tion. Altogether, these allow a more effort-saving knowledge mining and reasoning,

which accelerates the democratization of knowledge.
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Chapter 1

Introduction

The web exposes modern humans to ever-growing information about the world in the
past decades. By 2021, there are 6M English articles in Wikipedia [I] — a collectively
edited encyclopedia, and 93M items in Wikidata [2] — a collaborative knowledge graph
about entities and relations of the world. We have 209M research papers in Microsoft
open academic graph [3], storing openly accessible knowledge in scientific publications.
People can access daily COVID updates from CDC websites across different states and
countries. Such data explosion happens almost in every area of society. Knowledge
is democratized and spread to a wider population, not just privileged elites such as
scholars and clergies with the digitized world. For example, a novice doctor may want
to quickly learn about one disease and find related literature for the treatment. The
growth of the data extends the potential of conveniently accessing desired knowledge.

With broad knowledge buried deeply and diversely under the Internet, the poten-
tial of knowledge democratization is not fully exploited: knowledge can be hard to
find and digest. Non-experts are easily lost in the ocean of the Internet, struggling to
acquire the desired piece of information. Knowledge mining and reasoning techniques

extract information to satisfy people’s craving for knowledge. It pushes forward the
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democratization of knowledge, making the broader knowledge more accessible to a
wider part of the world.

Researches on knowledge mining and reasoning have spanned for several decades.
They target knowledge acquisition in two different aspects: Knowledge mining mainly
focuses on harvesting explicitly expressed knowledge from massive unstructured text.
Knowledge reasoning mostly refers to inferring implicitly expressed missing facts from
structured data like the knowledge graph.

Early rule-based knowledge mining methods [4] employ carefully designed pat-
terns to extract desired knowledge. Those systems achieve high precision but are
brittle to linguistic variations and usually limited to certain kinds of relations. The
rise of machine learning models [5, [0, [7, 8] largely improves the performance es-
pecially in supervised settings where labeled data are given. Among them, neural
network based models [5, [6l [7] allow accurate extraction in text with more linguistic
variations. Knowledge graph reasoning research is recently dominated by embedding-
based methods [9} 10, [1T], 12, 13}, 14] due to its superior performance. They learn a
shallow embedding of entities and relations and a scoring function to compose such
embeddings for candidate ranking.

However, for practitioners to build a system and present it to final users, much
more human effort is involved in the whole process. (1) From the system aspect,
human supervision needs to be provided: For a new domain, high cost of data col-
lection, the data-hungry nature of mainstream approaches like neural networks all
pose challenges on label efficiency, i.e., to reduce the need for human supervision. (2)
From the user aspect, certain human intelligence is needed: it takes time for users to
digest, understand, accept the returned results. It suggests that the system should

provide a global picture and has explainability. So the effort of human intelligence is



Introduction Chapter 1

saved. (3) Users may want intelligent human-machine interaction. It is probable they
have a very vague query idea at the beginning and need some exploration until they
have a clear mind. A human-in-the-loop intelligent system is demanded: it supports
iterative query, exploration, refinement, and navigation. Those all pose significant
challenges to knowledge mining and reasoning, especially for complex domains.

In this dissertation, we study effort-saving knowledge mining and reasoning, a
system that satisfies people’s knowledge-seeking needs realized by light human effort.
We propose complementary approaches towards effort-saving knowledge mining and

reasoning. Next, we introduce each direction in more detail.

1.1 Knowledge Mining

To reduce the need for human supervision in collecting labeled data, semi-supervised
learning [8] and distant supervision [I5] based methods are proposed for knowledge
mining. The former explores consistency on unlabeled data, while the latter explores
free supervision from existing knowledge bases. Two paradigms partially reduce the
human effort in knowledge mining. Orthogonally, we target saving human intelligence
in corpus exploration and digesting the global picture. In chapter [2, we formulate a
new task of mining an evolution graph describing scientific development. We realize
this goal through exploring diverse free weak supervision. In chapter [3, we design an
human-in-the-loop intelligence search system. It is a network-based, unified search
and navigation platform to ease query development and facilitate intelligence explo-
ration of a large text repository. In chapter [4] we propose a general-purpose embed-
ding of textual relations by capturing global co-occurrence statistics between text and
knowledge base. Such knowledge is transferable to download relation-involved tasks

to alleviate the need for human supervision.
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1.2 Knowledge Reasoning

To save human intelligence for understanding and digesting results, a line of knowl-
edge graph reasoning approaches [106, 17, (18, 19, 20], 21] leverage rules and knowledge
graph paths. These approaches usually have the advantage of explainability, by pre-
senting rules and reasoning paths to humans. However, it used to achieve worse
performance compared with embedding-based methods in the literature.

We explore the usage of pre-trained language models in the setting of knowledge
base completion, which reduces human effort in creating supervision. In chapter [5, we
focus on handling inductive learning where unseen entities and relations are present.
It eases users when the knowledge graph is dynamically updated. We propose to incor-
porate both structural and textual information into the pre-trained language model.
The model thus enjoys the benefits of both sides. In chapter [0 we study knowledge
base completion in the commonsense setting, where the entities and relations are
sparse and unnormalized. We show a simple pre-trained generative language model
can effectively and efficiently outperform sophisticated methods with a constrained

decoding strategy.



Chapter 2

Mining Technique Evolution via

Relation Extraction

2.1 Introduction

The number of scientific publications is ever increasing. According to the promi-
nent STM report [22], the number of journal articles published in 2014 alone ap-
proached 2.5 million and this number is still increasing on a yearly basis. The long
time to digest a scientific paper posts great challenges on the number of papers a
researcher can digest. Experienced researchers may be familiar to identify the de-
manded papers. However, the problem becomes much severe for intelligence analysts
who need to browse papers and quickly grasp the major activities in new research
areas. The novice researchers may have a similar obstacle in finding out papers re-
lated to their research. They usually take plenty of time to come up with keywords,
retrieve and read relevant papers and iterate this process.

One step assisting with this process is taxonomy construction [4, 23], 24, 25], which

extracts concepts from a collection of documents and builds a tree structure to de-
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scribe the hierarchical relation between different concepts. Analysts and researchers
can follow this concept hierarchy to quickly identify more desired keywords or doc-
uments. However, previous taxonomy construction methods mostly focus on isA
relation. They either rely on pattern-based methods [4, 23] which extract hierarchi-
cal relation leveraging linguistic features, or clustering-based methods [24], 25], which
cluster concepts to induce an implicit hierarchy.

In this chapter, we generate a graph called Algorithm Roadmap, focusing on a
special type of concept — “algorithms”, and its specific form — “abbreviations”. Given
a scientific corpus, we mine comparative algorithms (described in section , and
construct a graph connecting mined algorithms. In Figure[2.1] for example, a roadmap
for algorithm Generative Adversarial Network (GAN) [26], describes its successors and
competitors in the scientific literature. The generated algorithm roadmap captures
the development of algorithms, sketches the undergoing research, and models the
dynamics of an area. It serves as a tool for analysts and researchers to locate the

successors and families of algorithms when doing analysis and survey.

Relation Type Instance

Single Sentence We train models using different GAN methods : WGAN-GP , WGAN with weight clipping and DCGAN.

Single Sentence In almost all experiments BayesGAN outperforms DCGAN and W-DCGAN.
Cross Sentence LapGAN proposed a Laplacian pyramid GAN. ... DCGAN used a deeper convolutional network.
Cross Sentence GDL focuses on unsupervised learning. ... GAN and DCGAN show results for unsupervised learning.

Table 2.1: Examples of comparative algorithms.

Conclusively, there exist three major challenges for mining the algorithm roadmap

in the scientific literature, corresponding to the label, entity, and relation respectively.

Label Scarcity: Collecting in-domain algorithm entities and relation labels in scien-

tific publications are prohibitively expensive. Existing datasets or curated in-domain
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LAPGAN
2015
DCGAN
2015 \‘ WGAN
N, 2017
GAN i InfoGAN
2014 . 2016 RankGAN
2017
SeqGAN
2016 AU
2017
CatGAN
2016

Figure 2.1: A pedagogical example of the algorithm roadmap for “GAN” algorithm.

knowledge bases [27, 28] are rather small and frequently outdated with the devel-
opment of science. Moreover, a newly invented algorithm probably only appears in
a single paper. This scarcity raises a challenge for supervised and distantly super-
vised entity extraction methods like [29, B0] or weakly supervised phrase extraction
approaches relying on frequency [3I]. The low coverage of knowledge base can also

influence the availability of relation labels when using distant supervision [15].

Entity: General entity recognition does not directly separate the algorithms with the
others. Though using abbreviations as the representation of algorithms alleviates the
problem of considering all types of entities, few types other than algorithm exists. In
addition, the abbreviation, as a short form of text, is prone to ambiguity. Word sense
disambiguation methods [32] have been studied to disambiguate word senses, however,

deciding the sense for the abbreviation in the scientific domain is still challenging when



Mining Technique Evolution via Relation Extraction Chapter 2

lack of labeled data.

Relation: The narrations of two comparative algorithms either lie in a single sen-
tence or are distributed across sentences. For example, in Figure 2.1} the comparative
relation may be described in one sentence, e.g., “Algorithm A outperforms Algorithm
B ...)” or in multiple-sentences, e.g., “Algorithm A ... ; Algorithm B ....” Moreover,
it is likely more than two algorithms are compared or more than two abbreviations
appear in a paragraph. Additional abbreviations may convey a meaning related
to comparative relation. Unsupervised pattern-based methods such as [4] focus on
isA relation, which are not suitable for finding compared algorithms. Most existing
researches for the supervised relation extraction focus on single sentence relation ex-
traction with an exception of [33] [34], which focus on general documents while not
targeting on a specific narration of algorithm abbreviations and comparative relation.

On the other hand, these supervised approaches require annotated corpora.

We propose a framework to mine the algorithm roadmap in scientific publications
to tackle the previous raised challenges. It first extracts abbreviations with specific
pattern as algorithm candidates. Then it leverages weak supervision from tables and
text to create training data for comparative relation identification and entity typing.
Next, it applies our proposed relation extraction method Cross-sentence Attention
NeTwork for cOmparative Relation (CANTOR) to extract comparative algorithms in
the text. It leverages words and abbreviations in the context, and jointly predicts the
candidate types for addressing ambiguity during the roadmap construction. Finally, it
connects the compared algorithms into a graph with time and frequency information.

Extensive experiments on three real-world datasets demonstrate our superior per-
formance in finding the comparative relation. Our CANTOR model outperforms

supervised and unsupervised baseline methods by a large margin. We perform case
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studies on the constructed algorithm roadmaps to further visualize the effectiveness

of the construction.

2.2 Related Work

Knowledge base construction is a known technique for harvesting knowledge and
storing facts in a structured format. The constructed knowledge base plays an impor-
tant role in downstream applications such as information retrieval, question answer-
ing, and document analysis, etc. Most existing automatically constructed knowledge
bases focus on general domain, which either extract facts from Wikipedia info-boxes
[35, B6] or harvest knowledge with specific linguistic patterns [37, [38]. Taxonomy can
be viewed as a tree-structure knowledge graph, where linked nodes have hierarchical
relation. Plenty of methods have been proposed to extract these hierarchical relation,
either leveraging linguistic patterns [4] or hierarchical clustering of concepts which
implicitly captures the hierarchical relation [24]. These methods mainly focus on the
general domain, harvesting common knowledge with pattern or statistics.

Many works focus on for mining scientific publications, for example, [27] pro-
posed a keyphrase and relation extraction competition for scientific publications, [2§]
collected a dataset for scientific taxonomy construction, [39] studied the evolution
of scientific topics through dynamic topic models [40] modeling implicit topics and
obscure relations, and some technical reports [41] [42] manually analyzed the devel-
opment of areas such as artificial intelligence. Some of these works collected datasets
for scientific publications, but the process is known to be expensive and the collected
datasets are normally small in size.

Word sense disambiguation [32] is a type of technique used to distinguish ambigu-

ous word senses. They either disambiguate word senses with a sense inventory or
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distinguish super senses by clustering words. Inspired by methods using super senses,
we use types as evidence to distinguish abbreviations. To leverage the constraint of
abbreviations, we use predefined types as super senses for abbreviations.

Another line of work related to ours is relation extraction, which has attracted
much attention from the community, while most of the works focus on news and
web data [43, [44]. Recent neural network based methods have achieved great suc-
cess in relation extraction, including CNN-based approaches [5, [7] and LSTM-based
approaches [45]. These approaches all consider relations lying in a single sentence.
On the other hand, most relation extraction works assume entities and relation sets
are given in the datasets, while others apply distant supervision to link entity men-
tions [15, [46] in the text to the knowledge base entities [30] and acquire relation
labels. Their weaknesses lie in the fact that they require either annotated corpora or
well-covered knowledge bases.

Beside single-sentence relation approaches, some previous works exist on cross-
sentence relation extraction. [47] proposes to construct cross-sentence relation data
for entities with minimal-span assumption. [33] proposes to use a Graph-LSTM to
encode the shortest path in the extracted dependency parse tree, where the tree
roots of different sentences are linked together. [34] proposes a method using self-
attention [48] and bi-affine scoring algorithm to predict biological relations between
all mention pairs in the abstract simultaneously. Our work differs from them in three
key ways. First, we leverage weak supervision from the paper rather than using
annotated corpus or distant supervision from an external knowledge base. Second,
we consider typing of entities for abbreviation ambiguity and roadmap construction.
Third, we model both single-sentence and cross-sentence comparative relations with

words and abbreviations in the context.

10
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2.3 Preliminaries

In this paper, we mainly target at mining algorithm roadmap in scientific publica-
tions. In order to provide a better understanding of our paper, we first give definitions

related to algorithm roadmap and then briefly overview our proposed method.

Algorithm Roadmap. It is a directed acyclic graph G, where each node of the
graph is an algorithm term in abbreviation form. Each directed edge e; — e in
the graph G represents a directed evolutionary relation between two algorithm nodes
e; and e;. For example, in the computer science domain, there are algorithms such
as GAN (Generative Adversarial Networks) [26] and DCGAN (Deep Convolutional
Generative Adversarial Networks) [49]. A directed edge GAN — DCGAN represents
“DCGAN” is a successor and is evolved from “GAN”.

Comparative Relation. It is a relation between two algorithms, which means two
terms were compared with each other in some papers. For example, pair (GAN, DCGAN)
having comparative relation means “DCGAN” was compared to “GAN” in some pa-

pers, but there is no direction information implies which technique is a successor.

Roadmap Construction. We are the first to mine algorithm pairs with compara-
tive relation using weak supervision harvested from tables and texts. Moreover, we
connect the compared algorithms into a directed graph G by deriving order with time

and frequency information.

2.4 Extracting Comparative Relation

In this section, we present a framework to extract comparative algorithm pairs

from papers. The framework consists of three steps: i) Extracting abbreviations as

11
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algorithm candidate mentions; ii) Applying weak supervision from tables and texts
to create training data for comparative relation and typing; iii) Learning to predict

the relation for candidate mention pairs.

2.4.1 Candidate Mention Extraction

We use abbreviations as our algorithm candidates. The intuition of using abbrevi-
ations as algorithm candidates lies in two folds: entity and relation label availability.

Lack of annotated corpus and well-covered in-domain knowledge bases, general
entity recognition methods [29] [30] do not fit our candidate mention extraction. With
low occurrence frequency, phrase extraction approaches do not satisfy the job as well.

We observed that abbreviation is a commonly used representation of algorithm
terms. With a unified form, it is easy to harvest from the corpus. More importantly,
using abbreviations as candidates provides a possibility to gather supervision from
tables for comparative relation, which we will show in section [2.4.3]

Abbreviations follow specific patterns and may refer to several types of mean-
ings. For example, Table shows algorithms such as CNN (Convolutional Neural
Network), datasets such as MNIST (Modified National Institute of Standards and
Technology dataset), and metrics such as AUC (Area under curve). Types of a few
abbreviations can be distinguished by checking the signal words following the ab-
breviation. For example, an algorithm abbreviation may be followed by algorithm,
method, model etc. in the text.

We use regular expression with pattern consists of capital letters, lowercase letters,
numbers, and hypen, to unsupervisedly harvest abbreviations as algorithm mention
candidates from the text. We extract type of a few abbreviations identified by signal

words to provide weak supervision for entity typing in section [2.4.2] unidentified

12
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abbreviations are randomly sampled as type Others.

Type Abbreviations Signal Word
Algorithm CNN, LSTM, GAN algorithm
Metric AUC, MAP, MAE metric

Dataset MNIST, CIFAR10, SQuAD dataset
Others NP, VP, POS /

Table 2.2: An example of different types of abbreviations.

2.4.2 Cross-Sentence Relation Extraction

We designed our model to incorporate both single-sentence and cross-sentence
information, and consider all abbreviations in a paragraph. To this end, our model
consists of a single-sentence module with Piecewise CNN [7], and a cross-sentence
module which leverages self-attention to attend to all words capturing the paragraph-
level relation information, and abbreviation-attention to attend to all abbreviations
helping describe the relation of the candidate pair. Moreover, typing is jointly done
on the attended candidates to assist downstream roadmap construction. Mention pair
predictions are pooled on single-sentence module and cross-sentence module for the
entity pair prediction. Finally, the predictions of the two modules are interpolated

with weights learned simultaneously with other parameters.

Inputs

Both the single-sentence module and the cross-sentence module take a sequence
of N token embeddings in R?. The input embedding of each token is z;, which is a

concatenation of word embedding and positional embedding [7].

13
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Figure 2.2: Architecture of our CANTOR model.

Single-Sentence Module

We use PCNN (piecewise convolutional neural networks) [7] as our single-sentence
relation extractor, which is a well-performed model for short-context relation extrac-
tion.

PCNN is a variation of CNN that adopts piecewise max pooling in relation ex-
traction. It divides the sentence into three segments: part before first entity, part
between two entities and part after second entity. Thus each convolutional filter g;
is divided into three segments (g;1, ¢;2, ¢i3). The max-pooling is performed on three

segments separately, which is defined as
pij =maz(q;) 1<i<n, 1<j<3 (2.1)

where n is the number of convolutional filters, and p; is equal to the concatenation
of p;; over all segments j, which aggregates information from different parts. A non-

linear layer is added on top of the sentence relational encoding which is represented

14
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by all filters py.,, to get the relation prediction:

01 = Wltanh(plzr) + bl. (22)

Cross-Sentence Module

Our cross-sentence module focuses on finding paragraph-level comparative rela-
tion, where two algorithm mention candidates lie across sentences. We base on recent
Transformer architecture [48] [50] to build this module, due to its better per