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Abstract

Modern Machine Learning in Time Series Forecasting

by

Xiaoyong Jin

Because of its high dimensionality, complex dynamics and irregularity, forecasting of time series data has been studied by both statistics and machine learning community for decades. The massive and ever-growing volume of data created by modern applications poses even more serious challenges to practical forecasting tools.  (1) Scalability. Modern forecasters should be able to process large amount of diverse time series effectively and efficiently.  (2) Correlation Awareness. Modern forecasters should be able to take advantage of correlated time series in addition to the history of the current time series.  (3). Generalizability. Modern forecasters should be able to generalize to a different data domain than the domain they are trained on. While much effort has been devoted to tackle these issues, forecasting in general is still an open problem.

In this dissertation, we propose complementary approaches targeting these challenges towards large-scale forecasting. We begin with novel neural architectures that are able to deal with various time series for more accurate predictions. Specifically, we present the following methods: Layerwise Recurrent Temporal Convolution Networks (LRTCN) combines the strengths of classic Recurrent Neural Nets (RNN) and Convolution Neural Nets (CNNs) to process long time series. Convolutional Transformer (ConvTrans) aims to enhance locality of attention-based forecasting model to further improve the performance, as well as to break the memory bottleneck for long time series. Attention-guided Autoregression (AGA), on the other hand, brings complicated autoregressive models and simple regreessive models together via tailored attentino mechanism to quickly respond.
to change points in forecasting.

Next, we present Attention Cross Time Series (ACTS) that refers to correlated time series in order to guide current forecasting. We study its application to epidemic data and show its effectiveness in predicting cases and deaths of COVID-19 outbreak across the United States.

Finally, we present Domain Adaptation Forecasters (DATS) that enables adapting a forecaster trained on a data-rich source domain to a data-scarce target domain. Based on the idea of domain-invariant data representations in existing domain adaptation approaches, we propose to align a subset of learned features in the forecaster across domains. In the meantime, we keep remaining features domain-specific so that domain-dependent forecasts can be made for each domain.
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Chapter 1

Introduction

Time-related data has been produced at an unprecedented rate in the past decades, with broad application in finance, social networks, E-commerce, video processing, etc. The collection and analysis of such data are of growing importance in various industries. For example, the stock prices are updated every second, based on which investors adjust their portfolios. The daily sales of a collection of products can be vital indicators for retailers to plan future marketing strategies. In addition, web service providers need to monitor performance indicators regularly for anomaly detection and emergency maintenance. The extraordinary growth of time-related data requires modern techniques for large-scale analysis, in which future predictions or forecasting receives increasing attention.

In principal, time-related data is generated by a temporal point process that is dominated by latent factors. At an arbitrary time point, an observation can be recorded and encoded as numerical values. By sampling the latent temporal process at certain rates, we will obtain trajectories, namely time series, as sequence of values associated with time stamps indicating when they are sampled. Formally, a point process is defined as a sequences of tuples of sampled values and time stamps \( \{(x_{it}, s_{it})\}_{t=1}^{T_i} \), where \( N \) is the number of the collected series, and \( T_i \) is the number of samples in the \( i \)-th series. For
simplicity, we consider the number of samples in each series the same, and thus omit the
subscript of $T_i$ by using $T$ instead. In many cases, the values are sampled at a constant
rate, i.e. the time interval between two consecutive observations is fixed, which make up
a time series. Therefore, a time series can be simply represented by a sequence of values
without explicit time stamps, $\{x_{it}^T\}_{t=1}^N$. In this thesis, we will focus on time series
as the representative type of time-related data. Depending on the task, time series data
is usually considered in three aspects, the values at certain time points of interest, the
time stamps of certain values of interest, and the dynamic patterns of changing values
within a period of time. In forecasting, the patterns over time are most informative and
usually the focus of the study. Essentially, forecasting requires extraction of patterns
from historical data, based on which inference of reasonable extrapolation are made.

## 1.1 Forecasting Services

Modern forecasting tasks expect efficient predictions on massive amount of time series
via a forecasting model learned using a collected repository of time series data. Figure 1.1
presents the basic framework of a forecasting service. The collected data, which is even
more considerable in terms of amount, is often prepared by the service provider and
used to train a set of fundamental and versatile forecasting models for various user
demands. The domain where it is collected is referred to as the source domain. The
data to be predicted, on the other hand, is provided by the users from a different target
domain, based on which the trained forecasting models produce predictions via inference.
Meanwhile, the learned forecasting models are adapted to fit the gap between the the
source and target domain that usually possess distinct properties, in order to increase
forecasting accuracy on the target domain. As an example service, the Amazon Forecast
host by Amazon Web Service provides public interfaces to users to upload target data
and optionally related covariates. The cloud service would automatically inspect custom data, identifies key attributes and selects appropriate forecasting models that are adapted to fit the given data and to produce expected predictions in various forms.

Figure 1.1: General procedure of modern forecasting services.

As per the three stages of forecasting services, there are accordingly three challenges posed on modern forecasting models

1. **Capability.** Can forecasting models capture not only patterns from individual historical series but correlations between different time series in the massive training data?

2. **Scalability.** Can forecasting models process many time series (potentially with distinct properties such as seasonality or length) efficiently?

3. **Adaptability.** Can trained forecasting models be effectively adapted to new data domains while preserving knowledge learned in existing domains?

In this dissertation, we investigate these challenges and study bottlenecks in common forecasting models hindering effective and efficient forecasting. We further propose com-

\[1https://aws.amazon.com/forecast/\]
plementary solutions towards effort-saving forecasting and domain adaptation. In the following sections, we will first introduce existing studies on each topic.

1.2 Forecasting Models

Generally, a forecasting model can be summarized as an encoder-decoder structure as shown in Figure 1.2. The encoder part receives historical series as input and produces an encoding of all past data. The following decoder then produce future predictions based on the encoding. In the past decades, numerous forecasting methods were proposed, and many of them focused on various designs of the encoder/decoder module. We provide a brief review in the following.

Figure 1.2: General structure of forecasting models. Besides historical time series, the time stamps of the past and the future can also be helpful.

1.2.1 Encoder Module Design

The encoder mainly accounts for pattern extraction from historical data. To accommodate quantitative analysis on the unknown future, we essentially pursue a low-dimensional representation of the long series of past observations in high-dimensional
spaces. Among the variety of representations researchers have invented, we are most interested in three typical paradigms.

**Decomposition**  Generally, there are four types of patterns in time series, as Figure 1.3 shows. First, trends denote long-term increase or decrease, which reflects general changing direction of the entity of interest. For example, population in a country is likely to show upward or downward changes over the past decades. Second, cycles stand for rises and falls without fixed frequencies. They are usually seen in economic indicators where medium-term variations repeat over years. Third, seasonality refers to periodical fluctuations repeating in regular intervals, which are highly likely to be related to calendar events. As an example, the weather conditions such as temperatures usually show stable variations across years with respect to seasons. Finally, irregularity remains after the three patterns aforementioned are estimated and removed from original time series. It results from short-term fluctuations, which are neither predictable nor systematic, caused by random factors exogenous to the point process system.

![Figure 1.3: The four main components in time series.](image-url)
In order to deal with highly complicated time series data, the original data is often decomposed into such components to improve systematical predictability [104]. However, there are still challenges for a forecasting tool, i.e. a forecaster, to properly process these components. Specifically, considerable memory or context capacity is usually necessary for the forecaster to capture long-term trends from other short-term variations by processing large amount of historical data. For cyclic data, while being repetitive, it is often challenging to predict the next occurrence of past patterns due to the irregular intervals. For seasonal data, the forecaster has to recognize the seasons if not specified. The remaining irregularity, on the other hand, need to be filtered and modelled by probabilistic frameworks as predicative uncertainty.

In forecasting tasks, decomposition is applied to historical series and predictions are made for each component individually before aggregating into future series. For example, [117] explicitly deconstructs historical time series into trends and seasonalities via Bayesian inference. [108] employs matrix decomposition to discover components. [89] develops neural expansions on trend and seasonality bases. [49, 134] enables end-to-end learning of decomposition using neural nets instead of a separated pre-processing step. [124] further include wavelet decomposition to capture multiple frequencies.

**Latent Variable Models** Based on the assumption that time series are generated by some underlying process, low-dimensional latent variables are introduced to model the hidden dynamics, and in the meantime mappings between observed data and the latent variables are learned. Linear Dynamic Systems (LDS) [34] are the simplest latent variable model with linear hidden dynamic and observation emission

\[ x_t = A z_t + e_t, \]  
(1.1)

\[ z_t = B z_{t-1} + r_t, \]  
(1.2)
where $z_t$ is the latent variable, $A$ is the observation matrix, $B$ is the transition matrix, and $e_t, r_t$ are Gaussian variations. Bayesian inference, typically expectation-maximization (EM) algorithms, are used to estimate the parameters, namely $A$ and $B$, and the latent $z$ alternately.

Based on LDS, various extensions have been proposed to break the constraint of linear mappings and static parameters. [94, 95] assume state-dependent transition matrix. [75] enrich the model with piecewise linear mapping from latent variables $Z$ to observations $X$. [123, 30, 150] further introduce nonparametric Gaussian processes to allow even more flexible forms of transition dynamics and observation mappings. However, the optimization and inference in these nonlinear methods are computationally costly and thus remains an open problem.

**Neural Embedding Models** Instead of explicitly modeling how the dynamics evolve, embedding approaches instead directly compute low-dimensional representations of time series via highly flexible mappings. For example, autoregressive models such as ARIMA [16] compute linear combination of historical observations as pattern encodings, where the weights are determined by least square methods. Neural networks, as powerful approximating functions, are recently used for pattern encoding of massive time series data. They mainly vary in the architecture of pattern encoder, such as conditional Restricted Boltzmann Machine (cRBM) [116], Recurrent Neural Networks (RNN) [42, 39, 23] and Convolutional Neural Networks (CNN) [13, 7]. On the other hand, most of them make predictions in an autoregressive manner, which result in error cascading issue, i.e. previous errors may mislead following forecasts. Some works aim to perform multi-step prediction in parallel. [40] explores fitting the future with a polynomial function, while [129] uses temporal and static covariates to incorporate seasonal patterns and expected spikes. In addition, other works try to improve the interpretability of deep neural net-
works by incorporating traditional mechanisms. [101] aims to approximate nonlinear dynamics with locally linear segments and uses an RNN to parameterize a linear exponential smoothing system. Instead, [128] accounts for noise with a local Gaussian process for each time series instance in supplement to a global RNN modeling shared patterns.

However, even though neural networks excel at capturing patterns in complex time series data, the computational cost of training and inference remains a problem. For long-term predictions, autoregressive decoding method become a bottleneck as it needs to re-run the forward pass of the entire network at every step. Some explore to directly generate all future predictions in one step [40] at the cost of inferior accuracy. [145] introduces tensor decomposition to reduce the complexity in decoding. Nevertheless, a general solution to efficient forecasting is still under active investigation.

### 1.3 Domain Adaptation

Although modern forecasting models are able to capture complicated nonlinear dynamics and latent features, it is prone to overfit to the training data and suffer performance degradation when applied to a new domain for testing, especially if the training data is insufficient. Unfortunately, in practice there are always subtle distinctions (usually termed as domain discrepancies) between training and test data, for which transfer learning strategies need to be introduced to adapt the trained model to test data. In forecasting services, the trained model using collected data should also be updated to fit new user data.

Domain adaptation has been under active investigation for decades. Most researches focus on classification or regression settings, where a label is expected given a static set of inputs [12, 44, 121, 14, 57, 20]. In domain adaptation, knowledge learned in a source domain with sufficient data is transferred to a target domain with unlabelled data.
or limited amount of labelled data [86, 130]. The mainstream methods aim to extract invariant features between the source and target domain, so that a consistent mapping from the feature space to the label space can apply to both domains. It is generally achieved by optimizing the data representation to minimize certain measure of domain shift such as maximum mean discrepancy (MMD) [120, 82], correlation distances [114, 115] or optimal transport [28]. Another way is to reconstruct target input using source representations [48]. Recently, adversarial adaptation methods have gained increasing popularity, in which an adversarial objective with respect to a domain discriminator is optimized to approximate the domain discrepancy. These methods are closely related to generative adversarial learning, which pits a generator and a discriminator against each other: the generator is trained to produce samples to confuse the discriminator while the discriminator in turn tries to distinguish generated samples from real ones [50]. Likewise, the adaptation model is trained to fit source data as well as to ensure that the domain discriminator cannot distinguish source features from target ones [2, 109].

However, time series forecasting differs from conventional settings in two aspects. First, time series contain dynamically evolving patterns so that the expected prediction may also changing accordingly. Second, instead of a fixed label space, the labels in forecasting, i.e. the future values come from the same data space as the input and thus are strongly related to the input too. Therefore, it is not straightforward to apply existing domain methods to forecasting.

1.4 Thesis Organization

In this thesis, we will discuss solutions to modern forecasting tasks as well as domain adaptation in forecasting, as the previous sections have covered.

In Chapter ??
Chapter 2

Multi-step Deep Autoregressive Forecasting with Latent States

2.1 Introduction

Multi-step ahead forecasting is a challenging but critical task with various practical applications, from resource management to business decision making. The forecasting problem is essentially a probabilistic sequence modeling task in which the goal is to capture the stochastic evolution of a time series. Specifically, given a sequence of observations, we are supposed to estimate the trajectory within a period of time in the future, namely forecasting horizon. An example of forecasting result is illustrated in Figure 2.1.

Traditional methods can be roughly classified into two categories: State Space Models (SSMs) and AutoRegressive (AR) models. SSMs introduce latent state variables that summarize all the information coming from the past to determine the present and the future via some latent dynamic. A transition mechanism updates the latent states at each time step and then a prediction is generated with an emission system [63, 107].
Multi-step Deep Autoregressive Forecasting with Latent States

Figure 2.1: An example of probabilistic forecasting. The colored area is the uncertainty interval with 80% confidence. The red dashed line indicates the start time of forecasting, i.e. the left side is observed history and the right side shows predictions in comparison with ground truth.

AR models, on the other hand, describe a stochastic process where the current observation depends on a range of observed history. A prediction is made based on previous observations and becomes a part of history for the next step.

Deep neural networks have been proposed as an alternative approach to the forecasting problem. Most existing works employ a Recurrent Neural Network (RNN) [70, 78, 145, 39] or a Temporal Convolutional Netowrk (TCN) [13] to model a time series after an autoregressive fashion. These approaches decompose the multi-step forecasting task into a number of single-step subtasks where a sequence of history is mapped to one prediction at each time step. In essence they are generalizations of traditional linear AR models using nonlinear neural networks. Although they are able to accommodate extremely complicated dynamics, a large neural network has to be applied recursively to obtain multiple steps of predictions, which is computationally expensive and difficult to parallelize. In addition, these methods can propagate error from one prediction to the next due to dependence among steps [40].

In contrast, some works extend traditional linear Gaussian SSMs by combining latent states with deep neural networks. One approach is to replace linear transition with
Multi-layer Perceptrons (MLPs) [68] or RNNs [26], [41] instead incorporates deterministic hidden states of an underlying RNN into the latent process. [101] keeps the linear Gaussian structure but uses an RNN to specify the transition parameters. However, at each time step the latent state can only access the previous state, either stochastic or deterministic, which is supposed to encode all information. This might cause the predefined latent dynamics to fail with heterogeneous data, especially in a large and diverse time series corpus.

In this paper, we propose a novel framework named **Deep Autoregressive Latent (DARL)** network that fuses the advantages of both SSMs and AR models. The framework introduces a latent state at each time step within the forecasting horizon. It consists of a prior network that models the prior distribution of latent states based on observed history, an emission network that makes predictions conditioned on latent states, and an inference network that approximates latent posteriors given the ground truth in the future. The prior network and the inference network employ a **Layer Recurrent TCN (LRTCN)** encoder, which maps a range of observations to a latent state. It captures temporal patterns and long-term dependencies in the history with TCNs and then implicitly restores the temporal order with recurrent connections between TCN layers. The framework is trained using stochastic variational inference [58, 66]. Note that we avoid the issues of accumulating error by predicting multiple steps in parallel, which also significantly accelerates evaluation.

We evaluate our method on three public benchmark datasets and a proprietary dataset including performance metrics from a real production environment. Our model outperforms traditional methods and obtains better or competitive results against recently proposed baselines. Moreover, our model can be evaluated much faster than RNN-based models.
2.2 Related Works

The field of time series forecasting has been supported by an abundance of classic algorithms from the statistics community. State space model (SSM) is a principled framework that models and learns time series patterns via a sequence of latent states. A prominent example is exponential smoothing, which explicitly maintains patterns such as level, trend and seasonality with linear transitions [63]. Another influential family is autoregressive (AR) models. AR models specifically depend the prediction on previous observations and a stochastic term. As a generalization, autoregressive integrated moving average (ARIMA) models combine the properties of both families. Equipped with Box-Jenkins methodology, it is the first attempt of many practitioners and there are abundant researches on its variants [16]. However, the linear assumption and high computational cost make these methods not suitable for large-scale forecasting tasks. Further, they cannot transfer learned patterns across similar time series instances as they are separately fitted.

Deep neural networks have been proposed to deal with massive time series corpus. By extracting higher-order features and modeling nonlinear dynamics, they are able to identify complex patterns and temporal-spatial correlations without much human effort [31, 146]. Recently, the successful practice of deep RNNs [25, 56] in many sequence modeling tasks such as language modeling has inspired the forecasting community. [39] augments traditional linear AR models with RNNs to accommodate complicated nonlinear dynamics. [145] employs tensor-train to directly model higher-order moments and transition structures. On the other hand, to address the error accumulation issue in vanilla recurrent architectures, some works aim to perform multi-step prediction in parallel. [40] explores fitting the future with a polynomial function, while [129] uses temporal and static covariates to incorporate seasonal patterns and expected spikes. In addition,
other works try to improve the interpretability of deep neural networks by incorporating traditional mechanisms. [101] aims to approximate nonlinear dynamics with locally linear segments and uses an RNN to parameterize a linear exponential smoothing system. Instead, [128] accounts for noise with a local Gaussian process for each time series instance in supplement to a global RNN modeling shared patterns.

Convolutional neural networks (CNNs) have also been proven to be effective in sequence modeling. [70, 78] introduce a CNN layer to model temporal or spatial local patterns. Moreover, temporal Convolutional Networks (TCNs) [47, 88] achieve competitive performances without any recurrence structure and significantly accelerate training on parallel computational platforms [7]. [13] attempts to apply TCN directly to time-series data. In addition, TCNs are flexible to vary the amount of accessible history by controlling the size of their receptive fields. Consequently, practitioners are able to balance long-term dependencies and short-term concentrations [143].

Deep networks have also been proposed to augment traditional SSMs with nonlinear transition structures. [41] makes the latent process dependent on an underlying RNN, while [26] radically cuts the ties between latent states and associates them to the deterministic RNN dynamics. Both methods extend variational autoencoders to sequential data and learn the models with stochastic variational inference, where the latent priors are conditioned on the observed history.

### 2.3 Methodology

In multi-step ahead forecasting tasks, given a sequence of observations $x_{1:t}$, the goal is to predict $\tau$ steps in the future, i.e. $x_{t+1:t+\tau}$. We call $x_{1:t}$ the observed history and $\tau$ the forecasting horizon. Formally, we want to model a conditional predictive distribution $p(x_{t+1:t+\tau}|x_{1:t})$. State Space Models introduce a series of latent state variables $z_{t+1:t+\tau}$ to
encode temporal patterns [63]. They decompose the predictive model into three modules:

\[
\begin{align*}
\mathbf{z}_{t+i-1} & \sim p(\mathbf{z}_{t+i-1}|\mathbf{x}_{1:t+i-1}); \\
\mathbf{z}_{t+i} & \sim p(\mathbf{z}_{t+i}|\mathbf{z}_{t+i-1}); \\
\mathbf{x}_{t+i} & \sim p(\mathbf{x}_{t+i}|\mathbf{z}_{t+i});
\end{align*}
\]  

(2.1)

for \(i = 1, 2, \cdots, \tau\). Here \(\mathbf{z}_{t+i-1} \sim p(\mathbf{z}_{t+i-1}|\mathbf{x}_{1:t+i-1})\) is a filtered posterior distribution of \(\mathbf{z}_{t+i-1}\) that summarizes the history. \(p(\mathbf{z}_{t+i}|\mathbf{z}_{t+i-1})\) models a transition mechanism that determines the latent dynamic. \(p(\mathbf{x}_{t+i}|\mathbf{z}_{t+i})\) is an emission system that produces predictions conditioned on the corresponding latent state at each step. We propose to replace the recursive latent dynamic \(p(\mathbf{z}_{t+i}|\mathbf{z}_{t+i-1})\) in equation (2.1) with a straightforward translation from \(\mathbf{z}_t\)

\[
\begin{align*}
\mathbf{z}_{t+i} & \sim p(\mathbf{z}_{t+i}|\mathbf{z}_t, \mathbf{e}_{t+1:t+i}), \quad i = 1, \cdots, \tau,
\end{align*}
\]  

(2.2)

by taking advantage of a series of known covariates \(\mathbf{e}_{t+1:t+i}\) that indicate common patterns such as daily or weekly seasonality and a stochastic encoding of given history \(\mathbf{z}_t\). The translation is intuitively a guess based on our knowledge about the impact of various factors inside the covariates upon the current state. For example, suppose that \(\mathbf{z}_t\) carries the information about level and trend at time step \(t\), one can estimate the level at a future time step with the elapsed time from \(t\) contained in covariates. This estimation is reasonable as long as the patterns in the past remain stationary within the forecasting horizon, which is a common assumption in forecasting.

Recent findings have shown that a single \(\mathbf{z}_t\) might be ignored by the translation [15, 143]. To alleviate this, we employ a modified translation equation (2.4) with dependence
on \( x_{1:t} \) and thus get the following predictive process:

\[
\begin{align*}
  z_t &\sim p(z_t|x_{1:t}); \quad (2.3) \\
  z_{t+i} &\sim p(z_{t+i}|z_t, x_{1:t}, e_{t+1:t+i}); \quad (2.4) \\
  x_{t+i} &\sim p(x_{t+i}|z_{t+i}), \quad i = 1, \ldots, \tau. \quad (2.5)
\end{align*}
\]

From a Bayesian perspective, we call equation (2.4) a **prior network**, because it models priors over the latent states before we observe the ground truths within the horizon. We also name equation (2.5) an **emission network** as in SSMs. Furthermore, combining the prior network and the emission network makes a **generative network** because it describes the generative process of the time series.

Since exact inference for equation (2.1) is intractable, the model cannot be learned by directly maximizing the likelihood of ground truths. Stochastic variational inference [58] provides an alternative that maximizes a lower bound of likelihood by introducing an **inference network** to approximate the latent posterior with another probabilistic model \( q(z_{t+i}|x_{1:t+i}) \). Note that equation (2.3) has the same dependence structure as the inference network when \( i = 0 \), as it is also a filtered posterior of latent state at \( t \). Hence we also apply the inference network to equation (2.3).

We use deep neural nets to parameterize all networks above. An overview of the framework is illustrated in Figure 2.2.

### 2.3.1 Emission Network

The emission network parameterizes the conditional distribution equation (2.5) through a neural network with learnable parameters \( \theta_d \). The type of distribution can be chosen with flexibility according to data being modeled. For example, we can employ negative binomial distribution for positive count data and beta distribution for percentage data.
Figure 2.2: Graphical view of inference network (left) and generative network (right). Plain circles are latent states, shaded circles are observable data, and diamonds are deterministic history. The approximate posterior of $z_{t+i}$ is conditioned on $x_{1:t+i}$, while the prior only depends on $x_{1:t}$ and $z_t$. Dashed lines connect priors and their posterior counterparts.

For simplicity, we only illustrate Gaussian distribution:

$$x_{t+i} = \mu_{\theta_d}(z_{t+i}) + \sigma_{\theta_d}(z_{t+i}) \cdot \epsilon_{t+i}$$  \hspace{1cm} (2.6)

where $\mu_{\theta_d}, \sigma_{\theta_d}$ are feed-forward networks with one or more hidden layers, $\epsilon_{t+i} \sim \mathcal{N}(0, I)$. For standard deviation $\sigma_{\theta_d}$, we add a softplus activation function to the last hidden output in order to ensure positivity of the standard deviation. Note that $\theta_d$ is shared across the forecasting horizon, as latent states encode all time-specific information.

### 2.3.2 Inference Network

The inference network maps a range of history to a latent variable. Instead of commonly-used RNNs, Temporal convolutional networks (TCN) has been proven to be more effective and efficient in many sequential modeling tasks [7]. Although TCNs do
not have a sense of temporal order because of their locality, the higher-level representations in TCNs have access to longer history. Hence the convolutional feature maps at different layers implicitly form a temporal hierarchy in a top-down fashion. We propose to explicitly reconstruct the temporal structure by stacking a top-down RNN layer over the hierarchy. A systematical illustration is shown in Figure 2.3. In our experiments, we choose to use GRU cells [25] to instantiate the RNN. Note that we also use covariates as an additional input associated with the observations to the TCN module. These time-based covariates can be regarded as “positional embeddings” that expose the temporal information to order-insensitive TCNs [47]. We use $\theta_c$ to denote all trainable parameters in an LRTCN.

![Figure 2.3: An architectural view of an LRTCN encoder. The TCN representations at different layers are consumed by a GRU network. As the upper layers have access to distant history and the lower layers focus on recent observations, the top-down hierarchy implicitly keeps the temporal order of the input sequence. We also feed covariates into the TCN associated with observations.](image)

As shown in Figure 2.3, the approximated posterior of $\mathbf{z}_{t+4}$ is derived from the RNN output at the first layer of LRTCN, and similar to the emission network, we apply feed-
forward networks with parameter $\theta_e$ to obtain the state

$$h_{t+i}^{(1)} = \text{LRTCN}(x_{1:t+i}, e_{1:t+i}; \theta_e)$$

$$z_{t+i} = \mu_{\theta_e}(h_{t+i}^{(1)}) + \sigma_{\theta_e}(h_{t+i}^{(1)}) \cdot \varepsilon_{t+i}. \tag{2.7}$$

Note that the inference process resembles a Bayes filter of a recursive latent process. This implies the implicit temporal connection among latent states (and the intermediate state) even if they are conditionally independent in equation (2.4).

2.3.3 Prior Network

Notice that equation (2.4) also explicitly attend to past observations except that it should never have access to the current time step or unknown future. Therefore, we apply the same architecture as the inference network to the prior network but first roughly estimate $x_{t+1:t+\tau}$ with corresponding covariates and $z_t$ through another group of feed-forward networks $f_{\theta_g}$

$$\tilde{x}_{t+i} = f_{\theta_g}(z_t, e_{t+i}) \quad i = 1, \ldots, \tau, \tag{2.8}$$

where $\theta_g$ contains trainable parameters. $\theta_g$ is shared across the forecasting horizon as in the emission network. We then apply LRTCN to the concatenation $[x_{1:t}; \tilde{x}_{t+1:t+\tau}]$ along with $e_{t:t+\tau}$ as in the inference network. We illustrate an overview of this structure in Figure 2.4.

Finally, we distinguish priors from posteriors by introducing different feed-forward networks with parameter $\theta_p$ to shape the Gaussian priors

$$\tilde{h}_{t+i}^{(1)} = \text{LRTCN}(x_{1:t}, \tilde{x}_{t+1:t+i}, e_{1:t+i}; \theta_c)$$

$$z_{t+i} = \mu_{\theta_p}(\tilde{h}_{t+i}^{(1)}) + \sigma_{\theta_p}(\tilde{h}_{t+i}^{(1)}) \cdot \varepsilon_{t+i}. \tag{2.9}$$
2.3.4 Training

To learn the model, we are given a time series dataset \( \{ x_{1:T}^{(n)} \}_{n=1}^M \) and associated covariates \( \{ e_{1:T}^{(n)} \}_{n=1}^M \), where \( T \) is the length of all available observations and \( M \) is the number of different time series. We create training instances by selecting windows with fixed history length \( t \) and forecasting horizon \( \tau \) but varying the start point of forecasting from each of the original long time series [39]. As a result, we get a training dataset with \( N \) sliding windows \( \{ x_{1:t+\tau}^{(n)}, e_{1:t+\tau}^{(n)} \}_{n=1}^N \).

The Evidence Lower Bound (ELBO) [58] of the log-likelihood can be derived as:

\[
\log p(x_{t+1:t+\tau}^{(n)}|x_{1:t}^{(n)}) \geq -\mathcal{L}_{\text{NLL}}^{(n)} - \mathcal{L}_{\text{KL}}^{(n)}
\]  

(2.10)

where

\[
\mathcal{L}_{\text{NLL}}^{(n)} = -\sum_{i=1}^{\tau} \mathbb{E}_{q(z_{t+i}^{(n)})} \left[ \log p(x_{t+i+1}^{(n)}|z_{t+i}^{(n)}) \right]
\]

\[
\mathcal{L}_{\text{KL}}^{(n)} = \mathbb{E}_{q(z_t^{(n)})} \sum_{i=1}^{\tau} \text{KL} \left( q(z_{t+i}^{(n)}|x_{1:t+i}^{(n)}) \parallel p(z_{t+i}^{(n)}|z_t^{(n)}) \right).
\]

(2.11)
Hence we define our loss function

\[ \mathcal{L} = \frac{1}{N} \sum_{n=1}^{N} \left( \mathcal{L}_{\text{NLL}}^{(n)} + \mathcal{L}_{\text{KL}}^{(n)} \right) \]  

(2.12)

and learn the prior, emission and inference network jointly by minimizing the loss w.r.t their parameters, namely \( \theta_g, \theta_p, \theta_d, \theta_e \) and \( \theta_c \).

2.4 Experiments

We conducted experiments on three public benchmark datasets electricity\(^1\), traffic\(^2\) and M4-hourly\(^3\). Each dataset is split into a training set, a validation set and a test set in chronological order as in [144]. We compare our method with shallow methods ARIMA, exponential smoothing (ETS) and TRMF [144], as well as recent deep models DeepAR [39] and Deep SSM [101]. For fair comparison, we use \( \rho \)-quantile risk to evaluate the prediction accuracy. The \( \rho \)-quantile risk \( R_\rho \) with \( \rho \in (0, 1) \) is defined as:

\[ R_\rho(x, \hat{x}) = \frac{2 \sum_{i,t}(\rho - 1_{x \leq \hat{x}})(x_t^{(i)} - \hat{x}_t^{(i)})}{\sum_{i,t} \left| x_t^{(i)} \right|} \]

where \( \hat{x} \) is the empirical \( \rho \)-quantile of the predictive distribution.

Table 2.1 summarizes the experimental results. Generally, our model achieves better or competitive results. All models have similar number of parameters.

We also compare the evaluation speed of our model with DeepAR, a representative recurrent model that makes predictions step-by-step. After both models are trained, we predict 100 time series from electricity dataset for a number of steps on a single Nvidia GTX 1080 Ti GPU. For each prediction, 200 samples are drawn. We repeat the evaluation 10 times and report the average elapsed time in Figure 2.5. Notice that our

\(^1\)https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
\(^2\)http://archive.ics.uci.edu/ml/datasets/PEMS-SF
\(^3\)https://github.com/M4Competition/M4-methods/tree/master/Dataset
model is much faster than DeepAR. Moreover, the evaluation time of our model almost remains constant as the forecasting horizon grows. In contrast, the time cost of DeepAR increases linearly due to sequential generation.

2.4.1 Ablation Study

To demonstrate the necessity of our design, we conducted an ablation study. We remove an individual component in our framework at a time and get the following baseline models:

- **DARLw/oGRU**: The GRU in LRTCN is removed and the encoder is thus a pure TCN;

- **DARL-straight**: The prior network directly obtains future latent states from the intermediate state and the covariates without LRTCN. Specifically, we introduce a simple MLP with one hidden layer to map $z_t$ with $e_{t+i}$ to $z_{t+i}$. In this setting, the prior network has no direct access to the history.

For fair comparison, we modify the hidden dimensions of both baselines such that they
Figure 2.5: The evaluation time of DeepAR and our model on electricity dataset. Vertical black lines indicate standard deviations. The time cost of DeepAR increases linearly while our model is much more efficient.

have similar numbers of parameters to the complete model. The short-term predictions within 24/48 hours and long-term predictions within 168 hours are compared. The test results on electricity and traffic datasets in terms of $R_{0.5}$ and $R_{0.9}$ are shown in Figure 2.6.

The results show that our design is effective in improving forecasting performance. Note that the significant performance reduction of DARL-straight proves that naïve translation without history is not enough to capture latent dynamics, especially in the long term. On the other hand, it indicates the effectiveness of our autoregressive prior network.

### 2.5 Conclusions

We present a new deep learning framework for multi-step ahead time series forecasting task that combines the strengths of both autoregressive models and state space
models. We avoid step-by-step generation by a fully-parallelizable latent process. This also prevents the issue of accumulating errors in recurrent models. Our model is able to achieve better or competitive performance on a variety of datasets. A main challenge we are facing is to improve long-term forecasting accuracy. Modeling latent process within the forecasting horizon efficiently is a crucial step.
Chapter 3

Enhanced Attention-based Forecasting

3.1 Introduction

Although still widely used, traditional time series forecasting models, such as State Space Models (SSMs) [36] and Autoregressive (AR) models [16], are designed to fit each time series independently. Besides, they also require practitioners’ expertise in manually selecting trend, seasonality and other components. To sum up, these two major weaknesses have greatly hindered their applications in the modern large-scale time series forecasting tasks.

To tackle the aforementioned challenges, deep neural networks have been proposed as an alternative solution, where Recurrent Neural Network (RNN) [70, 145] has been employed to model time series in an autoregressive fashion. However, RNNs are notoriously difficult to train [92] because of gradient vanishing and exploding problem. Despite the emergence of various variants, the issues still remain unresolved. As an example, [65] shows that language models using LSTM have an effective context size of about 200
tokens on average but are only able to sharply distinguish 50 tokens nearby, indicating that even LSTM struggles to capture long-term dependencies. On the other hand, real-world forecasting applications often have both long- and short-term repeating patterns [70]. For example, the hourly occupancy rate of a freeway in traffic data has both daily and hourly patterns. In such cases, how to model long-term dependencies becomes the critical step in achieving promising performances.

Recently, Transformer [122, 90] has been proposed as a brand new architecture which leverages attention mechanism to process a sequence of data. Unlike the RNN-based methods, Transformer allows the model to access any part of the history regardless of distance, making it potentially more suitable for grasping the recurring patterns with long-term dependencies. However, canonical dot-product self-attention matches queries against keys insensitive to local context, which may make the model prone to anomalies and bring underlying optimization issues. More importantly, space complexity of canonical Transformer grows quadratically with the input length $L$, which causes memory bottleneck on directly modeling long time series with fine granularity. We specifically delve into these two issues and investigate the applications of Transformer to time series forecasting.

### 3.2 Related Work

Deep neural networks have been proposed to capture shared information across related time series for accurate forecasting. [39] fuses traditional AR models with RNNs by modeling a probabilistic distribution in an encoder-decoder fashion. Instead, [129] uses an RNN as an encoder and Multi-layer Perceptrons (MLPs) as a decoder to solve the so-called error accumulation issue and conduct multi-ahead forecasting in parallel. [101] uses a global RNN to directly output the parameters of a linear SSM at each step for each
time series, aiming to approximate nonlinear dynamics with locally linear segments. In contrast, [128] deals with noise using a local Gaussian process for each time series while using a global RNN to model the shared patterns.

The well-known self-attention based Transformer [122] has recently been proposed for sequence modeling and has achieved great success. Several recent works apply it to translation, speech, music and image generation [61, 97, 91]. However, scaling attention to extremely long sequences is computationally prohibitive since the space complexity of self-attention grows quadratically with sequence length. This becomes a serious issue in forecasting time series with fine granularity and strong long-term dependencies.

3.3 Methodology

Suppose we have a collection of $N$ related univariate time series $\{z_{i,1:t_0}\}_{i=1}^N$, where $z_{i,1:t_0} \triangleq [z_{i,1}, z_{i,2}, \cdots, z_{i,t_0}]$ and $z_{i,t} \in \mathbb{R}$ denotes the value of time series $i$ at time $t$. We are going to predict the next $\tau$ time steps for all time series, i.e. $\{z_{i,t_0+1:t_0+\tau}\}_{i=1}^N$. Besides, let $\{x_{i,1:t_0+\tau}\}_{i=1}^N$ be a set of associated time-based covariate vectors with dimension $d$ that are assumed to be known over the entire time period, e.g. day-of-the-week and hour-of-the-day. We aim to model the following conditional distribution

$$p(z_{i,t,t_0+1:t_0+\tau}|z_{i,1:t_0}, x_{i,1:t_0+\tau}; \Phi) = \prod_{t=t_0+1}^{t_0+\tau} p(z_{i,t}|z_{i,1:t-1}, x_{i,1:t}; \Phi).$$ (3.1)

We reduce the problem to learning a one-step-ahead prediction model $p(z_t|z_{1:t-1}, x_{1:t}; \Phi)$ \(^2\), where $\Phi$ denotes the learnable parameters shared by all time series in the collection.

\(^1\)Here time index $t$ is relative, i.e. the same $t$ in different time series may represent different actual time point.

\(^2\)Since the model is applicable to all time series, we omit the subscript $i$ for simplicity and clarity.
augmented matrix as follows:

\[ y_t \triangleq [z_{t-1} \circ x_t] \in \mathbb{R}^{d+1}, \quad Y_t = [y_1, \cdots, y_t]^T \in \mathbb{R}^{t \times (d+1)}, \]

where \([\cdot \circ \cdot]\) represents concatenation. An appropriate model \(z_t \sim f(Y_t)\) is then explored to predict the distribution of \(z_t\) given \(Y_t\).

**Transformer** We instantiate \(f\) with Transformer \(^3\) by taking advantage of the multi-head self-attention mechanism, since self-attention enables Transformer to capture both long- and short-term dependencies, and different attention heads learn to focus on different aspects of temporal patterns. These advantages make Transformer a good candidate for time series forecasting.

In the self-attention layer, a multi-head self-attention sublayer simultaneously transforms \(Y\) \(^4\) into \(H\) distinct query matrices \(Q_h = YW^Q_h\), key matrices \(K_h = YW^K_h\), and value matrices \(V_h = YW^V_h\) respectively, with \(h = 1, \cdots, H\). Here \(W^Q_h, W^K_h \in \mathbb{R}^{(d+1) \times d_k}\) and \(W^V_h \in \mathbb{R}^{(d+1) \times d_v}\) are learnable parameters. After these linear projections, the scaled dot-product attention computes a sequence of vector outputs:

\[
O_h = \text{Attention}(Q_h, K_h, V_h) = \text{softmax} \left( \frac{Q_h K_h^T}{\sqrt{d_k}} \cdot M \right) V_h. \tag{3.2}
\]

Note that a mask matrix \(M\) is applied to filter out rightward attention by setting all upper triangular elements to \(-\infty\), in order to avoid future information leakage. Afterwards, \(O_1, O_2, \cdots, O_H\) are concatenated and linearly projected again. Upon the attention output, a position-wise feedforward sublayer with two layers of fully-connected network and a ReLU activation in the middle is stacked.

---

\(^3\)By referring to Transformer, we only consider the autoregressive Transformer-decoder in the following.

\(^4\)At each time step the same model is applied, so we simplify the formulation with some abuse of notation.
3.3.1 Enhancing the locality of Transformer

Figure 3.1: The comparison between canonical and our convolutional self-attention layers. “Conv, 1” and “Conv, $k$” mean convolution of kernel size $\{1, k\}$ with stride 1, respectively. Canonical self-attention as used in Transformer is shown in (b), may wrongly match point-wise inputs as shown in (a). Convolutional self-attention is shown in (d), which uses convolutional layers of kernel size $k$ with stride 1 to transform inputs (with proper paddings) into queries/keys. Such locality awareness can correctly match the most relevant features based on shape matching in (c).

Patterns in time series may evolve with time significantly due to various events, e.g. holidays and extreme weather, so whether an observed point is an anomaly, change point or part of the patterns is highly dependent on its surrounding context. However, in the self-attention layers of canonical Transformer, the similarities between queries and keys are computed based on their point-wise values without fully leveraging local context like shape, as shown in Figure 3.1(a) and (b). Query-key matching agnostic of local context may confuse the self-attention module in terms of whether the observed value is an anomaly, change point or part of patterns, and bring underlying optimization issues.

We propose convolutional self-attention to ease the issue. The architectural view of proposed convolutional self-attention is illustrated in Figure 3.1(c) and (d). Rather than using convolution of kernel size 1 with stride 1 (matrix multiplication), we employ causal convolution of kernel size $k$ with stride 1 to transform inputs (with proper paddings) into queries and keys. Note that causal convolutions ensure that the current position never has access to future information. By employing causal convolution, generated queries and
keys can be more aware of local context and hence, compute their similarities by their local context information, e.g. local shapes, instead of point-wise values, which can be helpful for accurate forecasting. Note that when $k = 1$, the convolutional self-attention will degrade to canonical self-attention, thus it can be seen as a generalization.

## 3.4 Breaking the memory bottleneck

![Figure 3.2: Learned attention patterns from a 10-layer canonical Transformer trained on traffic-f dataset with full attention. The green dashed line indicates the start time of forecasting and the gray dashed line on its left side is the conditional history. Blue, cyan and red lines correspond to attention patterns in layer 2, 6 and 10, respectively, for a head when predicting the value at the time corresponding to the green dashed line. a) Layer 2 tends to learn shared patterns in every day. b) Layer 6 focuses more on weekend patterns. c) Layer 10 further squeezes most of its attention on only several cells in weekends, causing most of the others to receive little attention.](image)

To motivate our approach, we first perform a qualitative assessment of the learned attention patterns with a canonical Transformer on traffic-f dataset. The traffic-f dataset contains occupancy rates of 963 car lanes of San Francisco bay area recorded every 20 minutes. We trained a 10-layer canonical Transformer on traffic-f dataset with full attention and visualized the learned attention patterns. One example is shown in Figure 3.2. Layer 2 clearly exhibited global patterns, however, layer 6 and 10, only exhibited pattern-dependent sparsity, suggesting that some form of sparsity could be introduced without significantly affecting performance. More importantly, for a sequence with length...
L, computing attention scores between every pair of cells will cause $O(L^2)$ memory usage, making modeling long time series with fine granularity and strong long-term dependencies prohibitive.

We propose *LogSparse* Transformer, which only needs to calculate $O(\log L)$ dot products for each cell in each layer. Further, we only need to stack up to $O(\log L)$ layers and the model will be able to access every cell’s information. Hence, the total cost of memory usage is only $O(L(\log L)^2)$. We define $I^k_l$ as the set of indices of the cells that cell $l$ can attend to during the computation from $k_{th}$ layer to $(k + 1)_{th}$ layer. In the standard self-attention of Transformer, $I^k_l = \{j : j \leq l\}$, allowing every cell to attend to all its past cells and itself as shown in Figure 3.3(a). However, such an algorithm suffers from the quadratic space complexity growth along with the input length. To alleviate such an issue, we propose to select a subset of the indices $I^k_l \subset \{j : j \leq l\}$ so that $|I^k_l|$ does not grow too fast along with $l$. An effective way of choosing indices is $|I^k_l| \propto \log L$.

Notice that cell $l$ is a weighted combination of cells indexed by $I^k_l$ in $k_{th}$ self-attention layer and can pass the information of cells indexed by $I^k_l$ to its followings in the next layer. Let $S^k_l$ be the set which contains indices of all the cells whose information has passed to cell $l$ up to $k_{th}$ layer. To ensure that every cell receives the information from all its previous cells and itself, the number of stacked layers $\tilde{k}_l$ should satisfy that $S^{\tilde{k}_l}_l = \{j : j \leq l\}$ for $l = 1, \cdots, L$. That is, $\forall l$ and $j \leq l$, there is a directed path $P_{jl} = (j, p_1, p_2, \cdots, l)$ with $\tilde{k}_l$ edges, where $j \in I^1_{p_1}, p_1 \in I^2_{p_2}, \cdots, p_{\tilde{k}_l-1} \in I^{\tilde{k}_l}_l$.

We propose *LogSparse* self-attention by allowing each cell only to attend to its previous cells with an exponential step size and itself. That is, $\forall k$ and $l$, $I^k_l = \{l - 2^{[\log_2 l]}, l - 2^{[\log_2 l]-1}, l - 2^{[\log_2 l]-2}, \cdots, l - 2^0, l\}$, where $[\cdot]$ denotes the floor operation, as shown in Figure 3.3(b).

**Theorem 1.** $\forall l$ and $j \leq l$, there is at least one path from cell $j$ to cell $l$ if we stack

5 Applying other bases is trivial so we don’t discuss other bases here for simplicity and clarity.
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(a). Full Self Attention
(b). LogSparse Self Attention
(c). Local Attention + LogSparse Self Attention
(d). Restart Attention + LogSparse Self Attention

Figure 3.3: Illustration of different attention mechanisms between adjacent layers in Transformer.

$\lfloor \log_2 l \rfloor + 1$ layers. Moreover, for $j < l$, the number of feasible unique paths from cell $j$ to cell $l$ increases at a rate of $O(\lfloor \log_2(l-j) \rfloor !)$.

Proof: According to the attention strategy in LogSparse Transformer, in each layer, cell $l$ could attend to the cells with indices in $I^k_l = \{l - 2^{\lfloor \log_2 l \rfloor}, \ldots, l - 2^{\lfloor \log_2 l \rfloor - 1}, \ldots, l - 2, l\}$. To ensure that every cell receives the information from all its previous cells and itself, the number of stacked layers $\tilde{k}_l$ should satisfy that $S_{\tilde{k}_l} = \{j : j \leq l\}$ for $l = 1, \ldots, L$. That is, $\forall$ $l$ and $j \leq l$, there is a directed path $P_{jl} = (j, p_1, p_2, \ldots, l)$ with $\tilde{k}_l$ edges, where $j \in I^1_{p_1}, p_1 \in I^2_{p_2}, \ldots, p_{\tilde{k}_l-1} \in I^\tilde{k}_l$. We prove the theorem by constructing a path from cell $j$ to cell $l$, with length (number of edges) no larger than $\lfloor \log_2 l \rfloor + 1$. Case $j = l$ is trivial, we only need to consider $j < l$ here. Consider the binary representation of $l - j$, $l - j = \sum_{m=0}^{\lfloor \log_2(l-j) \rfloor} b_m 2^m$, where $b_m \in \{0, 1\}$. Suppose $\{m_{sub}\}$ is the subsequence $\{m | 0 \leq m \leq \lfloor \log_2(l-j) \rfloor, b_m = 1\}$ and $m_p$ is the $p_{th}$ element of $\{m_{sub}\}$. A feasible path from $j$ to $l$ is $P_{jl} = \{j, j + 2^{m_0}, j + 2^{m_0} + 2^{m_1}, \ldots, l\}$. The length of this path is $|\{m_{sub}\}|$, which is no larger than $\lfloor \log_2(l-j) \rfloor + 1$. So

$$\min \{\tilde{k}_l | S^k_{\tilde{k}_l} = \{j : j \leq l\}\} = \max_{(j)j<l} [\log_2(l-j)] + 1 \leq [\log_2 l] + 1. \quad (3.3)$$

Furthermore, by reordering $\{m_{sub}\}$, we can generate multiple different paths from cell $j$
to cell $l$. The number of feasible paths increases at a rate of $O(\lfloor \log_2 (l - j) \rfloor !)$ along with $l$.

Theorem 1 implies that despite an exponential decrease in the memory usage (from $O(L^2)$ to $O(L \log_2 L)$) in each layer, the information could still flow from any cell to any other cell provided that we go slightly “deeper” — take the number of layers to be $\lfloor \log_2 L \rfloor + 1$. Note that this implies an overall memory usage of $O(L(\log_2 L)^2)$ and addresses the notorious scalability bottleneck of Transformer under GPU memory constraint. Moreover, as two cells become further apart, the number of paths increases at a rate of super-exponential in $\log_2 (l - j)$, which indicates a rich information flow for modeling delicate long-term dependencies.

**Local Attention** We can allow each cell to densely attend to cells in its left window of size $O(\log_2 L)$ so that more local information, e.g., trend, can be leveraged for current step forecasting. Beyond the neighbor cells, we can resume our LogSparse attention strategy as shown in Figure 3.3(c).

**Restart Attention** Further, one can divide the whole input with length $L$ into subsequences and set each subsequence length $L_{sub} \propto L$. For each of them, we apply the LogSparse attention strategy. One example is shown in Figure 3.3(d).

Employing local attention and restart attention won’t change the complexity of our sparse attention strategy but will create more paths and decrease the required number of edges in the path. Note that one can combine local attention and restart attention together.
3.5 Experiments

3.5.1 Synthetic datasets

To demonstrate Transformer’s capability to capture long-term dependencies, we conduct experiments on synthetic data. Specifically, we generate a piece-wise sinusoidal signals

\[ f(x) = \begin{cases} 
A_1 \sin(\pi x/6) + 72 + N_x & x \in [0, 12), \\
A_2 \sin(\pi x/6) + 72 + N_x & x \in [12, 24), \\
A_3 \sin(\pi x/6) + 72 + N_x & x \in [24, t_0), \\
A_4 \sin(\pi x/12) + 72 + N_x & x \in [t_0, t_0 + 24), 
\end{cases} \]

where \( x \) is an integer, \( A_1, A_2, A_3 \) are randomly generated by uniform distribution on \( [0, 60] \), \( A_4 = \max(A_1, A_2) \) and \( N_x \sim \mathcal{N}(0, 1) \). We aim to predict the last 24 steps given the previous \( t_0 \) data points. Intuitively, larger \( t_0 \) makes forecasting more difficult since the model is required to understand and remember the relation between \( A_1 \) and \( A_2 \) to make correct predictions after \( t_0 - 24 \) steps of irrelevant signals. Hence, we create 8 different datasets by varying the value of \( t_0 \) within \( \{24, 48, 72, 96, 120, 144, 168, 192\} \). For each dataset, we generate 4.5K, 0.5K and 1K time series instances for training, validation and test set, respectively. An example time series with \( t_0 = 96 \) is shown in Figure 3.4(a).

In this experiment, we use a 3-layer canonical Transformer with standard self-attention. For comparison, we employ DeepAR [39], an autoregressive model based on a 3-layer LSTM, as our baseline. Besides, to examine if larger capacity could improve performance of DeepAR, we also gradually increase its hidden size \( h \) as \( \{20, 40, 80, 140, 200\} \). Following [39, 144], we evaluate both methods using \( \rho \)-quantile loss \( R_\rho \) with \( \rho \in (0, 1) \),

\[ R_\rho(x, \hat{x}) = \frac{2 \sum_{i,t} D_\rho(x_t^{(i)}, \hat{x}_t^{(i)})}{\sum_{i,t} |x_t^{(i)}|}, \quad D_\rho(x, \hat{x}) = (\rho - I_{\{x \leq \hat{x}\}})(x - \hat{x}), \]

where \( \hat{x} \) is the empirical \( \rho \)-quantile of the predictive distribution and \( I_{\{x \leq \hat{x}\}} \) is an indicator.
function.

Figure 3.4: (a) An example time series with $t_0 = 96$. Black line is the conditional history while red dashed line is the target. (b) Performance comparison between DeepAR and canonical Transformer along with the growth of $t_0$. The larger $t_0$ is, the longer dependencies the models need to capture for accurate forecasting.

Figure 3.4(b) presents the performance of DeepAR and Transformer on the synthetic datasets. When $t_0 = 24$, both of them perform very well. But, as $t_0$ increases, especially when $t_0 \geq 96$, the performance of DeepAR drops significantly while Transformer keeps its accuracy, suggesting that Transformer can capture fairly long-term dependencies when LSTM fails to do so.

### 3.5.2 Real-world datasets

We further evaluate our model on several real-world datasets. The electricity-f (fine) dataset consists of electricity consumption of 370 customers recorded every 15
minutes and the `electricity-c (coarse)` dataset is the aggregated `electricity-f` by every 4 points, producing hourly electricity consumption. Similarly, the `traffic-f (fine)` dataset contains occupancy rates of 963 freeway in San Francisco recorded every 20 minutes and the `traffic-c (coarse)` contains hourly occupancy rates by averaging every 3 points in `traffic-f`. The `solar` dataset\(^6\) contains the solar power production records from January to August in 2006, which is sampled every hour from 137 PV plants in Alabama. The `wind`\(^7\) dataset contains daily estimates of 28 countries’ energy potential from 1986 to 2015 as a percentage of a power plant’s maximum output. The `M4-Hourly` contains 414 hourly time series from M4 competition.

**Long-term and short-term forecasting** We first show the effectiveness of canonical Transformer equipped with convolutional self-attention in long-term and short-term forecasting in `electricity-c` and `traffic-c` dataset. These two datasets exhibit both hourly and daily seasonal patterns. However, `traffic-c` demonstrates much greater difference between the patterns of weekdays and weekends compared to `electricity-c`. Hence, accurate forecasting in `traffic-c` dataset requires the model to capture both long- and short-term dependencies very well. As baselines, we use classical forecasting methods `auto.arima`, `ets` implemented in R’s `forecast` package and the recent matrix factorization method TRMF [144], a RNN-based autoregressive model `DeepAR` and a RNN-based state space model `DeepState` [101]. For short-term forecasting, we evaluate rolling-day forecasts for seven days (i.e., prediction horizon is one day and forecasts start time is shifted by one day after evaluating the prediction for the current day). For long-term forecasting, we directly forecast 7 days ahead. As shown in Table 3.1, our models with convolutional self-attention get betters results in both long-term and short-term forecasting, especially in `traffic-c` dataset compared to strong baselines, partly due

---

\(^6\)`https://www.nrel.gov/grid/solar-power-data.html`  
\(^7\)`https://www.kaggle.com/sohier/30-years-of-european-wind-generation`
Table 3.1: Results summary ($R_{0.5}/R_{0.9}$-loss) of all methods. e-c and t-c represent electricity-c and traffic-c, respectively. In the 1st and 3rd row, we perform rolling-day prediction of 7 days while in the 2nd and 4th row, we directly forecast 7 days ahead. TRMF outputs points predictions, so we only report $R_{0.5}$. ⋄ denotes results from [101].

<table>
<thead>
<tr>
<th></th>
<th>ARIMA</th>
<th>ETS</th>
<th>TRMF</th>
<th>DeepAR</th>
<th>DeepState</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-c1d</td>
<td>0.154/0.102</td>
<td>0.101/0.077</td>
<td>0.084/-</td>
<td>0.075/-/0.040</td>
<td>0.083/-/0.056</td>
<td>0.059/0.034</td>
</tr>
<tr>
<td>e-c7d</td>
<td>0.283/0.109°</td>
<td>0.121°/0.101°</td>
<td>0.087/-</td>
<td>0.082/0.053</td>
<td>0.085°/0.052°</td>
<td>0.070/0.044</td>
</tr>
<tr>
<td>t-c1d</td>
<td>0.223/0.137</td>
<td>0.236/0.148</td>
<td>0.186/-</td>
<td>0.161°/0.099°</td>
<td>0.167°/0.113°</td>
<td>0.122/0.081</td>
</tr>
<tr>
<td>t-c7d</td>
<td>0.492°/0.280°</td>
<td>0.509°/0.529°</td>
<td>0.202/-</td>
<td>0.179/0.105</td>
<td>0.168°/0.114°</td>
<td>0.139/0.094</td>
</tr>
</tbody>
</table>

Figure 3.5: Training curve comparison (with proper smoothing) among kernel size $k \in \{1, 3, 9\}$ in traffic-c (left) and electricity-c (right) dataset. Being aware of larger local context size, the model can achieve lower training error and converge faster.

to the long-term dependency modeling ability of Transformer as shown in our synthetic data.

**Convolutional self-attention** In this experiment, we conduct ablation study of our proposed convolutional self-attention. We explore different kernel size $k \in \{1, 2, 3, 6, 9\}$ on the full attention model and fix all other settings. We still use rolling-day prediction for seven days on electricity-c and traffic-c datasets. The results of different kernel sizes on both datasets are shown in Table 3.2. On electricity-c dataset, models with kernel size $k \in \{2, 3, 6, 9\}$ obtain slightly better results in term of $R_{0.5}$ than canonical Transformer but overall these results are comparable and all of them perform very well. We argue it is because electricity-c dataset is less challenging and covariate vectors
Table 3.2: Average $R_{0.5}/R_{0.9}$-loss of different kernel sizes for rolling-day prediction of 7 days.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 6$</th>
<th>$k = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>electricity-c</td>
<td>0.060/0.030</td>
<td>0.058/0.030</td>
<td><strong>0.057/0.031</strong></td>
<td><strong>0.057/0.031</strong></td>
<td>0.059/0.034</td>
</tr>
<tr>
<td>traffic-c</td>
<td>0.134/0.089</td>
<td>0.124/0.085</td>
<td>0.123/0.083</td>
<td>0.123/0.083</td>
<td><strong>0.122/0.081</strong></td>
</tr>
</tbody>
</table>

have already provided models with rich information for accurate forecasting. Hence, being aware of larger local context may not help a lot in such cases. However, on much more challenging traffic-c dataset, the model with larger kernel size $k$ can make more accurate forecasting than models with smaller ones with as large as 9% relative improvement. These consistent gains can be the results of more accurate query-key matching by being aware of more local context. Further, to verify if incorporating more local context into query-key matching can ease the training, we plot the training loss of kernel size $k \in \{1, 3, 9\}$ in electricity-c and traffic-c datasets. We found that Transformer with convolutional self-attention also converged faster and to lower training errors, as shown in Figure 3.5, proving that being aware of local context can ease the training process.

Sparse attention Further, we compare our proposed LogSparse Transformer to the full attention counterpart on fine-grained datasets, electricity-f and traffic-f. Note that time series in these two datasets have much longer periods and are noisier comparing to electricity-c and traffic-c. We first compare them under the same memory budget. For electricity-f dataset, we choose $L_{e_1} = 768$ with subsequence length $L_{e_1}/8$ and local attention length $\log_2(L_{e_1}/8)$ in each subsequence for our sparse attention model and $L_{e_2} = 293$ in the full attention counterpart. For traffic-f dataset, we select $L_{t_1} = 576$ with subsequence length $L_{t_1}/8$ and local attention length $\log_2(L_{t_1}/8)$ in each subsequence for our sparse attention model, and $L_{t_2} = 254$ in the full attention counterpart.
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<table>
<thead>
<tr>
<th>Constraint</th>
<th>Dataset</th>
<th>Full</th>
<th>Sparse</th>
<th>Full + Conv</th>
<th>Sparse + Conv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>electricity-f</td>
<td>0.083/0.051</td>
<td>0.084/0.047</td>
<td>0.078/0.048</td>
<td>0.079/0.049</td>
</tr>
<tr>
<td></td>
<td>traffic-f</td>
<td>0.161/0.109</td>
<td>0.150/0.098</td>
<td>0.149/0.102</td>
<td>0.138/0.092</td>
</tr>
<tr>
<td>Length</td>
<td>electricity-f</td>
<td>0.082/0.047</td>
<td>0.084/0.047</td>
<td>0.074/0.042</td>
<td>0.079/0.049</td>
</tr>
<tr>
<td></td>
<td>traffic-f</td>
<td>0.147/0.096</td>
<td>0.150/0.098</td>
<td>0.139/0.090</td>
<td>0.138/0.092</td>
</tr>
</tbody>
</table>

Table 3.3: Average $R_{0.5}/R_{0.9}$-loss comparisons between sparse attention and full attention models with/without convolutional self-attention by rolling-day prediction of 7 days. “Full” means models are trained with full attention while “Sparse” means they are trained with our sparse attention strategy. “+ Conv” means models are equipped with convolutional self-attention with kernel size $k = 6$.

We conduct experiments on aforementioned sparse and full attention models with or without convolutional self-attention on both datasets. By following such settings, we summarize our results in Table 3.3 (Upper part). No matter equipped with convolutional self-attention or not, our sparse attention models achieve comparable results on electricity-f but much better results on traffic-f compared to its full attention counterparts. Such performance gain on traffic-f could be the result of the dataset’s stronger long-term dependencies and our sparse model’s better capability of capturing these dependencies, which, under the same memory budget, the full attention model cannot match. In addition, both sparse and full attention models benefit from convolutional self-attention on challenging traffic-f, proving its effectiveness.

To explore how well our sparse attention model performs compared to full attention model with the same input length, we set $L_{e_2} = L_{e_1} = 768$ and $L_{t_2} = L_{t_1} = 576$ on electricity-f and traffic-f, respectively. The results of their comparisons are summarized in Table 3.3 (Lower part). As one expects, full attention Transformers can outperform our sparse attention counterparts no matter they are equipped with convolutional self-attention or not in most cases. However, on traffic-f dataset with strong long-term dependencies, our sparse Transformer with convolutional self-attention can get better results than the canonical one and, more interestingly, even slightly outperform
its full attention counterpart in term of $R_{0.5}$, meaning that our sparse model with convolutional self-attention can capture long-term dependencies fairly well. In addition, full attention models under length constraint consistently obtain gains from convolutional self-attention on both electricity-f and traffic-f datasets, showing its effectiveness again.

**Further Exploration** In our last experiment, we evaluate how our methods perform on datasets with various granularities compared to our baselines. All datasets except M4-Hourly are evaluated by rolling window 7 times since the test set of M4-Hourly has been provided. The results are shown in Table 3.4. These results further show that our method achieves the best performance overall.

<table>
<thead>
<tr>
<th></th>
<th>electricity-f$_{1d}$</th>
<th>traffic-f$_{1d}$</th>
<th>solar$_{1d}$</th>
<th>M4-Hourly$_{2d}$</th>
<th>wind$_{30d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRMF</td>
<td>0.094/-</td>
<td>0.213/-</td>
<td>0.241/-</td>
<td>-/-</td>
<td>0.311/-</td>
</tr>
<tr>
<td>DeepAR</td>
<td>0.082/0.063</td>
<td>0.230/0.150</td>
<td>0.222/0.093</td>
<td>0.090°/0.030°</td>
<td>0.286/0.116</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>0.074/0.042</strong></td>
<td><strong>0.139/0.090</strong></td>
<td><strong>0.210/0.082</strong></td>
<td><strong>0.067/0.025</strong></td>
<td><strong>0.284/0.108</strong></td>
</tr>
</tbody>
</table>

Table 3.4: $R_{0.5}/R_{0.9}$-loss of datasets with various granularities. The subscript of each dataset presents the forecasting horizon (days). TRMF is not applicable for M4-Hourly$_{2d}$ and we leave it blank. For other datasets, TRMF outputs points predictions, so we only report $R_{0.5}$. ° denotes results from [10].

### 3.6 Conclusion

We propose to apply Transformer in time series forecasting. Our experiments on both synthetic data and real datasets suggest that Transformer can capture long-term dependencies while LSTM may suffer. We also showed, on real-world datasets, that the proposed convolutional self-attention further improves Transformer’ performance and achieves state-of-the-art in different settings in comparison with recent RNN-based methods, a matrix factorization method, as well as classic statistical approaches. In addition,
with the same memory budget, our sparse attention models can achieve better results on data with long-term dependencies.
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Attention Guided Autoregression

4.1 Introduction

While abundant prior works have proposed various solutions to make accurate predictions for time series via statistical and machine learning approaches, they generally encode all available historical information into a fixed-size vector that is later fed into a decoder module. When there is an abrupt change taking place within the observed time interval, the unwanted information before the change can be misleading in prediction. For example, RNNs make predictions based on a hidden state that tries to memorize all inputs up to the current time step. The information prior to a change point are kept in the hidden state until sufficient new data points are observed, even if the model is equipped with gating mechanisms [56, 25] that are able to control the information flow for better memory management.

To detect such changes in the temporal evolution of a system, considerable attention has been paid from machine learning and data mining community [11, 106, 17, 77, 22]. A detection algorithms aims to find a point such that the respective distributions of the observations before and after it are significantly different. A new forecaster will
then be trained using the observations after the change point only, based on the natural assumption that the changed pattern will be preserved in the future [5]. However, the criterion of unsupervised change point detectors is highly task-dependent, and supervised methods require expensive human-annotated labels. On the other hand, the detector has to search the change point step by step, and the composite approach suffers from error cascading issue. In fact, we do not have to find the exact change point to make good predictions, as long as we can identify observations subject to new patterns and exclude observations before them, as shown in Figure 4.1.

![Figure 4.1: The top panel depicts the concept of Localized autoregressive forecasting in case of change points. Even though there are 6 observations after the change points, the AR model may encode the last 3 samples only and ignore all previous time steps when predict the next 3 steps. The bottom panel shows a simulation study as an example. We try to forecast noisy cyclic signals with randomly injected shifts as abrupt changes. Various deep autoregressive models are trained and evaluated. Two test samples in which the forecasts start shortly after a change point are shown. While most baselines manage to gradually adapt to the new patterns after observing the changes, AGA can address the changes more quickly thanks to the localized AR component.](image)

Self-attention based networks, also known as Transformers [122], have been a prefer-
able choice in many sequence modeling tasks, especially in language modeling [33, 140]. Transformers locate the observations that are most informative for current predictions via pairwise comparison between an input variable and all historical encodings. On top of that, multi-head attention mechanism is able to focus on multiple subspaces of hidden activations for better comparison, which resembles the concept of feature maps in convolution neural nets [72]. Some previous works apply it to time series analysis and get promising results [113, 76, 80], but they did not consider the challenge imposed by change points. Nevertheless, the flexibility of transformers in selecting observations makes it an ideal choice to combat change points in forecasting tasks.

We propose a novel self-attention architecture to address the aforementioned issues. The idea is to first encode observations and other auxiliary covariates with local processing operations to obtain temporal contextual information at each time step. Then we use self-attention to find historical time points at which temporal contextual information is similar to that of the current time step and scale the observed values at those points accordingly as prediction. In case no such time points exist, it’s likely that a potential change point has occurred and we use a relatively simple and localized autoregressive module to produce a “backup” estimate. The two estimates are dynamically fused with self-attention. Finally we employ a fully-connected network to emit predictions and use quantile regression [67] to train the model.

4.2 Related Work

**Self-attention**  
Attention mechanism was firstly introduced in [6, 83] for machine translation task. [122] proposed a architecture named Transformer based solely on multi-head self-attention which became a game changer in the domain. Later on, self-attention was applied to language modeling and achieved impressive success in many tasks [33, 141,
While most variants of Transformer takes a single input, it has been shown that improvements in many aspects can be obtained by manipulating the inputs. For example, [81] compress the length of sequence with a convolution layer to mitigate the memory bottleneck of Transformer. Notably, [141] introduced another self-attention operation to maintain an independent contextual representations, which is different from the standard self-attention that is aware of the target content. Our model follows this idea and transforms raw inputs into two sets of representations and maintain them separately.

**Change Point Detection**  Change point detection (CPD) aims to find critical times when important events have occurred and caused significant changes in observed variables. Classical parametric approaches for change point detection (CPD) usually rely on strong assumption on data distributions [11, 137, 1]. Non-parametric methods are free of such assumptions but depend heavily on carefully engineered divergence metrics or kernel functions [106, 77]. Recently deep learning methods are introduced for better detection accuracy [37, 22]. However, these methods still rely on manually annotated labels and have to perform a binary classification per observation, which is usually expensive and unnecessary in forecasting non-stationary time series. Moreover, the imperfect detectors introduce extra error for the downstream forecasting task. Hence we focus on forecasting only and implicitly detect changes within self-attention.

### 4.3 Problem setup

Given a time series dataset with $N$ unique instances, such as different stores for demand forecasting or households in energy consumption analysis. Each instance $i$ consists of a sequence of observations $\mathbf{x}_{i,0:T} \triangleq \{\mathbf{x}_{i,0}, \mathbf{x}_{i,1}, \cdots, \mathbf{x}_{i,T}\}$, where the $t$-th observation is $\mathbf{x}_{i,t} \in \mathbb{R}^{d_x}$, a static covariate $\mathbf{s}_i \in \mathbb{R}^s$ that is time-invariant, as well as a series of
time-varying covariates \( \mathbf{a}_{i,0:T+\tau} \) where \( \mathbf{a}_{i,t} \in \mathbb{R}^{d_a} \), such as date/time information. Note that the auxiliary inputs \( \mathbf{a}_{0:T+\tau} \) are known within the forecasting horizon as well. Our goal is to predict the next \( \tau \) time steps in the future, i.e. \( \mathbf{x}_{i,T+1:T+\tau} \). In the following sections, we will call \( \mathbf{x}_{0:T} \) the condition and \( \tau \) the forecasting horizon. Formally, we want to model a conditional distribution \( p(\mathbf{x}_{T+1:T+\tau} | \mathbf{x}_{0:T}, \mathbf{a}_{0:T+\tau}) \).

An autoregressive model tackles this problem by decomposing the distribution according to the chain rule, i.e.

\[
p(\mathbf{x}_{i,T+1:T+\tau} | \mathbf{x}_{i,0:T}) = \prod_{t=T+1}^{T+\tau} p(\mathbf{x}_{i,t} | \mathbf{x}_{i,0:t-1}, \mathbf{a}_{i,0:t}, \mathbf{s}_i; \theta).
\]

This reduces the problem to learning a single-step-ahead predictor \( f(\mathbf{x}_{i,0:t-1}, \mathbf{a}_{i,0:t}, \mathbf{s}_i; \theta) \) and iteratively applying it \( \tau \) times by feeding the prediction \( \hat{\mathbf{x}}_{i,t} \) back into the model. In our experiments, we simply concatenate \( \mathbf{s}_i \) with each \( \mathbf{a}_{i,t} \). We still use \( \mathbf{a}_{i,t} \) to denote the concatenated vector by slightly abusing notations, and omit the subscript \( i \) for simplicity throughout the paper if not stated explicitly. Here \( \theta \) denotes the set of trainable parameters of the model that are shared across and learned jointly from all \( N \) instances.

For probabilistic forecasting, it is usually desired to quantify the uncertainty of predictions. Previous works \([39, 101]\) assume \( p(\mathbf{x}_t | \mathbf{x}_{0:t-1}) \) to be Gaussian and explicitly output the maximum likelihood estimate of its mean and variance. Instead, when the provision for prediction intervals is specified, we can directly predict the required intervals via quantile regression \([67]\), e.g. outputting the 10\(^{th}\), 50\(^{th}\) and 90\(^{th}\) percentiles of \( p(\mathbf{x}_t | \mathbf{x}_{0:t-1}) \) \([129, 38, 80]\), so that we do not need to make any assumption on the data distribution.
4.4 Methodology

4.4.1 Basic Multi-head Self-attention Network

We have introduced self-attention mechanism in Chapter 3, and here we briefly review its multi-head version [122]. Formally, suppose we have a sequence of values with length $L$ which is packed into a matrix $V$, and similarly a query sequence $Q$ and a key sequence $K$, then

$$\text{Attention}(Q, K, V) = A(Q, K)V$$

$$A(Q, K) = \text{Softmax}(QK^T/\sqrt{d_s})$$

Instead of a single attention function, the self-attention can be enriched by producing $H$ versions of queries, keys and values via different linear projections, which is usually called “heads”. Then we apply attention function to each of these $H$ heads and obtain $H$ different outputs. They are concatenated and linearly projected again, resulting in
the final output.

\[
\text{MHA}\text{Attention}(Q, K, V) = \text{Concat}(A_1, \cdots, A_H)W_O
\]
\[
A_i = \text{Attention}(QW_Q^{(i)}, KW_K^{(i)}, VW_V^{(i)})
\]

Here \(W_Q, W_K\) and \(W_V\) are parameters to be learned, and they are usually compressing projections so that different heads attend to information from different hidden subspaces at each time step. In addition, to make the function autoregressive, attention from a query at step \(i\) to a key at step \(j\) is prohibited when \(i < j\).

### 4.4.2 Motivation

Single-step-ahead forecasting basically aims at finding a mapping from a number of observed measures or events to an estimate of unknown future. While non-stationary time series are generally not predictable [63], a plausible prediction can be made if the observed patterns repeat themselves. Intuitively, if we currently observe a temporal pattern that has been observed in the history after which an event immediately took place, we expect that a similar event is likely to occur again at this moment. In other words, to measure the relation between two time points, their surrounding observations are often considered. Self-attention mechanism exactly follows this intuition and actively compares the contextual patterns at two arbitrary time steps.

In light of this, we are supposed to maintain a temporal-context encoding (context encoding in short) \(c_t\) to capture such patterns prior to each time step \(t\) for comparison in attention. Simultaneously, we expect a prediction-target encoding (target encoding) \(p_t\) that contains the event or measure that we want to predict, i.e. the ground-truth \(x_t\). The context encodings will then be queries and keys in attention, and the target encodings will play the role of values. On the other hand, if no recurring patterns are found within observations, then another predictor \(\tilde{p}_t\) should be introduced in place of target encodings.
In the next two subsections, we propose the formulation of these components, and the left panel of figure 4.2 illustrates the overall architecture of our design.

### 4.4.3 Context and Target Encoding

Since the context encodings $c_t$ are expected to encode shapes and variations before $t$. Hence we use convolution to extract local patterns, following [76]:

$$c_t = \tanh(\text{Conv}_k(x_{t-k:t-1}, a_{t-k:t-1})) \quad (4.4)$$

where $k$ is the filter size of convolution. Note that the input is padded with zero on the left side so that the output will have the same shape as the input and contain no information about future. Meanwhile, we compute the target encodings via a simple step-wise linear layer so that it contains $x_t$:

$$p_t = \tanh(\text{Linear}(x_t)) \quad (4.5)$$

### 4.4.4 Global-Local Autoregressive Structure

We then set $Q = K = C \triangleq [c_1, c_2, \cdots, c_t]$ as part of inputs to self-attention layers, so that the attention will compare the temporal contextual patterns extracted from the local convolution layer. For example, suppose we are predicting time step $t$, then $c_t$ attends to $c_1, \cdots, c_{t-1}$, as well as itself. In this way, when there is a similar context pattern $c_i$ found, then the corresponding target encoding $p_i$ is likely to be from an observation $x_i$ that is close to the ground-truth $x_t$, e.g., periods in cyclical time series. In this case, $p_i$ will receive a large attention weight in composing the attention output. Note that here $i < t$ since we know neither the ground-truth $x_t$ nor its target encoding $p_t$. We call this component “global” since it attends to all available history. If no such similar patterns are found, it is likely that a potential change occurs, and attention weight will
concentrate on the current step since the compared context encodings are exactly the same. In this case, it is safer to rely on recent observations which are more likely to belong to the new patterns.

We propose to use a simpler component to generate a localized autoregressive estimate of the unknown \( p_t \). Specifically, we use a step-wise MLP to encode both the observations and covariates at step \( \{t-u, t-u+1, \ldots, t-1\} \), where \( u \geq 1 \) is a small integer, usually less than 3. The encodings are then averaged and fed into another MLP together with \( a_t \) to decode the estimate \( \hat{p}_t \).

\[
\begin{align*}
    h_i &= \text{MLP}(x_i, a_i), \\
    \hat{h} &= \frac{1}{u} \sum_{j=1}^{u} h_{t-j}, \\
    \hat{p}_t &= \text{MLP}(\hat{h}, a_t)
\end{align*}
\]

In a sense, we expect the decoder to fit a regression function from \( a_t \) to \( p_t \), which is dependent on recent patterns encoded by the encoder. This architecture resembles that of Conditional Neural Processes [46], in which an accurate predictor can be learned from a handful of training data points. The right bottom panel of figure 4.2 shows the local autoregressive structure.

Provided with both the global and localized estimates, we assemble both components into the framework of self-attention. We obtain the value matrix \( V = P = [p_1, p_2, \cdots, p_{t-1}, \hat{p}_t] \) by concatenation, and \( Q, K, V \) are then fed into multi-head self-attention network to aggregate both estimates.

**Distance encoding** Self-attention has no clue about the temporal order of inputs and thus breaks the temporal dependencies. To recover the temporal order in non-recurrent structures, [122, 47] proposed to use sinusoidal functions or learned embeddings to encode absolute position as additional input to the network. In our setting, the absolute
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positional information can be reconstructed from the given date/time information in covariates. A more flexible alternative is to encode relative distances between the compared pair of positions \([110, 29]\). Hence we introduce a sinusoidal distance encoding \(R\), in which the \(d^{th}\) row \(r_d \in \mathbb{R}^{d_s}\) corresponds to distance \(d\). We adopt the sinusoidal formulation for its generalizability to arbitrarily long time series. Formally, we modify equation (4.2) as follows:

\[
\hat{r}_{i-j} = W_R r_{i-j} \\
\hat{A}_{i,j}(Q, K) = q_i^T k_j + \hat{r}_{i-j} q_i + \hat{r}_{i-j} k_j
\]

(4.7)

where \(\hat{A}_{i,j}\) is the \((i, j)^{th}\) entry of pre-normalized attention weight matrix; \(q_i\) and \(k_j\) are rows of \(Q\) and \(K\), respectively. In essence we add a query-dependent and a key-dependent bias term to the original attention that are both dependent on the distance \(i - j\). This formulation is similar to the relative positional encoding employed in \([29]\), but they differ essentially in how to connect keys and distance encodings. While \([29]\) used an additive combination of keys and relative position encodings, we use a dot-product function instead that does not introduce extra parameters. Empirically we find that this formulation performs as well as the additive one.

**Multi-scale context encodings** Preliminary experiments in \([76]\) shows that the filter sizes of convolutions that enhances locality can be highly data-dependent and have significant impact on the forecasting performance. A practical problem is then to choose the appropriate kernel size \(k\). Intuitively, larger filters are more reliable in pattern matching as they encode more contexts, but smaller kernels usually focus on finer details that might be more important in certain cases, e.g. outliers and changes.

Since multi-head self-attention itself combines information gathered from multiple tries of attention, we propose to divide attention heads into a number of groups, each
receives convolutional output with different filter sizes. In other words, we employ $G$ convolution layers equation (4.4) with various filter sizes $k_1, k_2, \ldots, k_G$. The number of attention heads $H$ is selected to be divisible by $G$ so that the heads can be evenly divided into $G$ groups. Each group $i$ has $H/G$ heads and takes the output of the convolution layer with filter size $k_i$ as input. Moreover, inside the self-attention operation, the linear projections that produce queries and keys will also be restricted so that only intra-group interactions take place. This can be achieved by using block-diagonal weight matrices, i.e. $W_Q$ and $W_K$. In this way, these groups compute distinct attention scores and aggregate values based on temporal patterns at various scales, and the results are eventually assembled with the output projection. This design improves the robustness of attention in case of subtle variations that a single attention may fail to recognize. And more importantly, the model is less likely to detect a false change point due to limited receptive field of context encodings.

4.4.5 Two-Stream Self-Attention

As shown in equation (4.4) equation (4.5), at each time step $t$, the context encoding $c_t$ uses the observations before $x_t$ yet the target encoding $p_t$ contains $x_t$. However, a standard Transformer fuses all input into a single output, which makes the following self-attention layers inconsistent with the first one computationally and mix up two encodings conceptually. To resolve such a contradiction, we borrow the idea of two-stream self-attention from [141] that maintains the two types of representations separately. To be specific, we obtain the initial encodings $c_t^{(0)}, p_t^{(0)}$ according to equation (4.4) equation (4.5). Then each self-attention layer $m \in [1, 2, \ldots, M]$ performs two attention
operations equation (4.3) with shared parameters:

$$c^{(m)}_{t} = \text{MHAttention}(c^{(m-1)}_{t-1}, C^{(m-1)}_{0:t}, P^{(m-1)}_{0:t}),$$  \hspace{1cm} (4.8)

$$p^{(m)}_{t} = \text{MHAttention}(c^{(m-1)}_{t-1}, C^{(m-1)}_{0:t}, P^{(m-1)}_{0:t}),$$  \hspace{1cm} (4.9)

We call equation (4.8) context stream and equation (4.9) target stream. The target stream is the structure covered in Section 4.4.4. The context stream is a typical self-attention in which keys and values are tied, such that the updated context encodings summarize all $c_{1:t}$ instead of a restricted convolutional representation. On the other hand, a skip connection keeps context encodings locality-aware by adding lower-level features to upper-level. Note that we use the local estimate from equation (4.6) in all subsequent layers, i.e. $p^{(m-1)}_{t}$ is always replaced by $\hat{p}_{t}$, so that it stays localized. The top right panel of figure 4.2 summarizes the concept of two-stream self-attention.

Despite being conceptually similar to [141], our design keeps both encodings distinct throughout all attention layers in terms of encoded values, so they are not likely to be mixed up. In addition, we do not need to use different masks in two streams of attention, which simplifies implementation.

### 4.4.6 Training and Evaluation

The target encoding from the last self-attention layer $p^{(M)}_{t}$ will be fed into a fully-connected layer that emits quantile predictions of interest in parallel. For example, we are predicting the 10th, 50th, 90th percentiles at each time step, then

$$[\hat{x}_{t,10}; \hat{x}_{t,50}; \hat{x}_{t,90}] = W_{P}p^{(M)}_{t} + b_{P}$$  \hspace{1cm} (4.10)

where $W_{P} \in \mathbb{R}^{3d_{x} \times d_{v}}$ and $b_{P} \in \mathbb{R}^{3d_{x}}$ are linear coefficients.

As per [129], the AGA is trained by minimizing cumulative the quantile loss across
all predictions, horizons and time series instances

\[ L(P, \theta) = \sum_{i=1}^{N} \sum_{t=1}^{\tau} \sum_{\rho \in P} D(x_{i, T+t}, \hat{x}_{i, T+t, \rho}) \]

\[ D(x, \hat{x}_\rho) = (\rho - I_{[x \leq \hat{x}]}) (x - \hat{x}_\rho) \]

where \( P \) represents required quantiles, and \( I_{[\cdot]} \) is an indicator function. We evaluate the performance in terms of normalized \( \rho \)-quantile risks \( R_\rho \).

\[ R_\rho(x, \hat{x}) = \frac{2 \sum_{i,t} D(x_{i,t}, \hat{x}_{i,t, \rho})}{\sum_{i,t} |x_{i,t}|} \] (4.12)

### 4.5 Experiments

#### 4.5.1 Simulation Study

To verify the motivation of dealing with change points in forecasting task, we conduct experiments on a synthetic dataset and compare AGA with other deep autoregressive models, namely DeepAR, TCN and ConvTrans. Specifically, we generate noisy cyclic signals consisting of a sinusoidal component, a square wave and a triangle wave, corrupted by white noise with standard variance 0.2. They have a fixed length 240 with period 40 and 8. Afterwards, we randomly select a time point \( \lambda \) from \([0, 160)\) and a shift \( s \sim \text{Unif}(3, 10)\). Then the shift is added to or subtracted from \( x_t \) for all \( t \in (\lambda, 240) \) according to coin toss. We generate 5000 such signals and 5000 normal sinusoids without shifts to make a dataset, on which we train the mentioned AR models. We then evaluate the forecasting performance on an independent test set with 1000 instances generated in the same way. During training and evaluation, the known periodicity is revealed to the models as covariates.

As a result, we observe that the forecasting accuracy of all models are influenced by the injected shifts when they occur. Meanwhile, the models are able to adapt to the
changed patterns after observing a few time steps. However, it takes different amount of time for each model to accommodate the changes. Figure 4.3 illustrates the averaged root mean square error (RMSE) depending on the elapsed time from the occurrence of a shift to the start of forecast. It shows that AGA is able to respond to the changes much more quickly than baselines. On the other hand, TCN and ConvTrans are more likely to be misled by the patterns before the changes, due to their reliability on all historical observations. Some examples are shown in figure 4.1 from a qualitative perspective.

4.5.2 Quantitative Evaluation

Dataset

We then evaluate our model on a variety of publicly available real-world datasets across a wide range of domains. First we use two benchmark datasets that present clear seasonality. Then we conduct experiments on two datasets with highly non-stationary time series, one of which is large and the other is small but has labelled anomalies or
change points.

**Electricity**  The *electricity* dataset contains hourly energy consumption of 370 households from Jan 1, 2011 to Dec 31, 2015. We use the last 4 weeks

**Traffic**  The *traffic* dataset contains hourly occupancy rates of 963 lanes in San Francisco bay area. The occupancy rates are in the range of [0, 1] and were collected from Jan 1, 2008 to Mar 30, 2009.

**Web**  The *web* dataset contains web traffic to 145K Wikipedia pages from July 1, 2015 to Sept 10, 2017. Each time series represent a number of daily views of the Wikipedia article. The data has no clear seasonalities, and the patterns vary significantly according to the popularity of the corresponding webpage.

**Yahoo**  The *yahoo* dataset contains metrics of various Yahoo services with labeled anomalies and change points for a few weeks. It consists of 67 real production records and 100 of synthetic time series.

For each dataset, we split it into a training set, a validation and a test set in temporal order. A sample, which is a window of trajectory with specified length of condition and forecasting horizon, i.e. $T$ and $\tau$ defined in section Section 4.3, is extracted from each subset during training and evaluation. Due to the large variance in magnitude across trajectories, we apply z-score normalization to numerical inputs. Specifically, the mean and standard variance of condition is computed and used to normalize both condition and prediction target.
### Baselines

To place our model in a line of researches, we compare AGA with a variety of machine learning models proposed recently.

- **TRMF**[144] is a method based on matrix factorization
- **DeepAR**[39] is an autoregressive model based on stacked LSTMs
- **TCN**[13] is an autoregressive model based on temporal convolution networks
- **MQ-RNN**[129] is an LSTM-based quantile forecaster that makes multi-horizon forecasts directly
- **DeepSSM**[101] is a state space model parameterized by an LSTM.
- **ConvT**[76] is an autoregressive model based on Transformer architecture.

We used the open-sourced implementation for TRMF ¹, DeepAR, MQ-RNN and DeepSSM ² and our own implementation for the rest. Hyperparameters of all models are tuned using the same validation set.

### Results

Table 4.2 presents the overall results. As we can see, our model outperforms all existing methods in most of experiments, especially on web, suggesting the effectiveness
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Table 4.2: Performance comparison with state-of-the-art models on various datasets in terms of $R_{0.5}/R_{0.9}$. $T$ represents the length of condition and $\tau$ is forecasting horizon. As TRMF only produces a point prediction, the normalized deviation (ND) is reported, which is equivalent to $R_{0.5}$. * denotes results from [101]. Our results are medians of 3 runs over the test sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>electricity</th>
<th>traffic</th>
<th>web</th>
<th>yahoo</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>168</td>
<td>168</td>
<td>380</td>
<td>168</td>
</tr>
<tr>
<td>$\tau$</td>
<td>24</td>
<td>24</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>TRMF</td>
<td>0.084/-</td>
<td>0.186/-</td>
<td>0.091/-</td>
<td>0.039/-</td>
</tr>
<tr>
<td>TCN</td>
<td>0.073/0.060</td>
<td>0.151/0.118</td>
<td>0.062/0.052</td>
<td>0.044/0.030</td>
</tr>
<tr>
<td>DeepAR</td>
<td>0.075/0.040*</td>
<td>0.161/0.099*</td>
<td>0.056/0.037</td>
<td>0.038/0.030</td>
</tr>
<tr>
<td>MQ-RNN</td>
<td>0.077/0.036</td>
<td>0.132/0.110</td>
<td>0.076/0.054</td>
<td>0.042/0.027</td>
</tr>
<tr>
<td>DeepSSM</td>
<td>0.083/0.056*</td>
<td>0.161/0.113*</td>
<td>0.065/0.050</td>
<td>0.041/0.042</td>
</tr>
<tr>
<td>ConvT</td>
<td>0.059/0.034</td>
<td>0.122/0.081</td>
<td>0.042/0.036</td>
<td>0.041/0.031</td>
</tr>
<tr>
<td>AGA(Ours)</td>
<td><strong>0.054/0.029</strong></td>
<td><strong>0.121/0.078</strong></td>
<td><strong>0.039/0.026</strong></td>
<td><strong>0.036/0.027</strong></td>
</tr>
</tbody>
</table>

of our model design. Notably, AGA is less effective on *traffic* dataset because it is more stationary and a ConvTrans model is good enough to capture the seasonal patterns. In contrast, AGA is more favorable in *web* and *yahoo*, indicating our model works better on noisy and non-stationary time series datasets with different scales.

### 4.5.3 Ablation Analysis

However, it is not clear which design contributes most to the empirical results. In this regard, we conduct ablation study for short-term forecasting task to examine the effects of the proposed techniques:

**Global-local Autoregression (GL)** We remove the local estimates in prediction, i.e. replace $[p_1, \cdots, p_{t-1}, \hat{p}_t]$ with $[p_0, \cdots, p_{t-1}]$ in composing the value matrix of self-attention according to 4.4.4.
Two-stream Self-attention (TS) We employ a standard self-attention block in [122] that maintains one hidden representation only instead of the two-stream self-attention structure in 4.4.5. For upper-level self-attention, queries and keys come from the same input as values.

Multi-scale Convolution (MC) Instead of using different sizes for convolution filters, we fix a single kernel size as in [76]. For example, if the complete model uses 5, 9 as filter sizes, we select the larger 9 as the filter size in ablation study.

Distance Encoding (DE) We try removing the distance encoding and replacing the dot-product key-distance interaction with an parametric addition.

The results can be found in Figure 4.4. We first notice that global-local autoreres- sion and two-stream self-attention result in better performance in general, except traffic in which change points are rare and simple self-attention works well enough. Then we observe that multi-scale convolution also contributes to the overall performance. In addition, the pattern-dependent distance encodings empirically improves pure self-attention as well, and the parameter-free dot-product formulation works as well as the widely-used additive function. An interesting exception is the smaller and simpler yahoo dataset, on which multi-scale and distance encodings worsen the forecasting accuracy. A possible reason is over-fitting since these operations introduce extra complexity to the model.

4.5.4 Analysis of Changes

To illustrate the capability of AGA to capture change points and other potential anomalies, we take advantage of the labels in yahoo dataset. To be specific, we separate test instances containing labeled anomalies (about 4%) from those without positive la-
Figure 4.4: Ablation study on four datasets. The base model contains all components introduced in the paper. The tested configurations are derived from the base setting by removing each key component according to 4.5.3. The percentage of changes in $R_{0.5}$ (left panel) and $R_{0.9}$ (right panel) are reported. Smaller values are better.

belts and evaluate models on two groups of data individually in comparison with other AR models. The results are presented in Table 4.1. AGA can significantly improve accuracy on anomalous data as well as preserve favorable performance on normal data. This observation provides preliminary quantitative proof that our model is promising in forecasting certain non-stationary time series.

In order to provide a qualitative illustration of AGA’s ability, we select a test sample from web dataset in which change points exist and visualize the predictions along with the attention distribution in figure 4.5. Note that we only employ a single self-attention layer in this experiment for better interpretability. We can see that significantly more attention was paid to the changed trends after time step 140 across the whole forecast horizons, meaning that model is able to distinguish new patterns from deprecated ones. Moreover, we can see a peak of attention on the last step of context in every single-step-ahead prediction, which reflects the activation of the local component of AGA.
Figure 4.5: Attention distribution for predictions on web dataset. The red line indicates the predictive median and the rendered interval means the gap between the 10\textsuperscript{th} and 90\textsuperscript{th} percentiles. For all forecast at various horizons, the attention score over the context starts to increase significantly when a change in trend occurs. And the local estimate is activated by paying most attention to the last time steps.

### 4.6 Conclusion

We present a novel neural network model called Attention Guided Autoregression (AGA) based on Transformer architecture for time series forecasting task. Our model is able to achieve strong empirical performance on benchmark datasets and, also, to deal with breaking changes in non-stationary time series in a proper way. We find it beneficial to maintain two types of representations of time series data separately for more reliable attention, by which a combination of a global and a local autoregressive forecaster can intelligently cooperate to forecast both stationary and certain kinds of non-stationary time series.
Chapter 5

Inter-Series Attention Model for COVID-19 Forecasting

5.1 Introduction

The Coronavirus disease 2019 (COVID-19) has been impacting the human society since early 2020. At the time of this writing, it is an ongoing public health crisis in over 187 countries and territories around the world, with more than 30 million confirmed cases, and a growing death toll exceeding 1,000,000. During this crisis, reliable forecasting of COVID-19 cases becomes important as it will help (1) healthcare institutes to allocate sufficient supply and resources, (2) policy-makers to consider new and further administrative interventions, (3) general public to be aware of the situation and to follow rules against the epidemic. Therefore, the Center for Disease Control and Prevention (CDC) has been actively collecting and publishing data about confirmed cases, hospitalization and deaths related to COVID-19, and hosting forecasting results in the coming weeks.

The US has been suffering the most severe loss from the pandemic, in which more than 200,000 lives were lost. To encourage and to bring together efforts of COVID-
19 modeling, CDC has launched a forecasting challenge\(^1\). It calls for models that give predictions of the next 4 weeks on a daily or weekly basis. Besides COVID-19 data, other kinds of data such as demographic data, mobility data and intervention policies are also encouraged to be used in predictions.

Epidemic forecasting is regarded as a challenging task for a long time, for which many methods have been developed. They can be roughly categorized into two classes:

1. **Compartmental models** These models explicitly compartmentalize the population in groups based on their status of infection and recovery, and simulate the transmission process using differential equations. As of today, most of the CDC-featured forecasting methods fall into this category. Examples includes [4, 96, 139] that are built upon classic SIR or SEIR models [55]. Compartmental models describe disease spreading dynamics; however, it is quite hard to determine parameters in these models as they are influenced by many uncontrollable and dynamically changing factors.

2. **Statistical models** This type of methods fits the data to regression models directly, such as [3, 87, 132]. While they are more flexible in processing real data compared to compartmental models, they often assume a simplified model class such as generalized linear models [3], or require sophisticated hand-crafted features from additional, and possibly proprietary, data sources [132].

The forecasting of COVID-19 is even harder as various constantly changing factors, such as virus characteristics, social and cultural distinctions, public attitudes and behaviors, intervention policies and healthcare preparation, influence the contagious rate and death rate significantly. Will there be a better alternative that is solely data-driven without any assumptions about the underlying disease propagation mechanisms? In particular,

\(^1\)https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/forecasting.html
we experimented a set leading neural forecasters [80, 105], but none of them gave the best result.

Since the deep models are originally designed for sufficiently long time series with hundreds of points, the scarce historical data in this task might be the reason of their failures. A natural alternative is to exploit other time series in the dataset if they reveal similar dynamics. Fortunately, even if any two regions present different disease curves over long term, it is likely to find short periods in which different regions sharing similar patterns. Figure 5.1(a) shows surprisingly that the growth pattern of confirmed cases in Santa Barbara county, California, is highly similar to that in Mexico 11 days ago even though at different scales. Moreover, the further growth in Santa Barbara is also close to that within the corresponding time period in Mexico. In light of this key observation, it is intuitively possible to do better forecasting for Santa Barbara by referring to Mexico.
in this specific time window via proper transformations.

Based on this intuition, we propose to generalize the conventional auto-regressive forecasting to a novel paradigm: besides the local historical data, we also refer to the past reports in all other regions simultaneously in forecasting. Figures 5.1(b) and (c) illustrate the fundamental difference between the two paradigms. With time series data of COVID-19 from various locations accumulating over time, we are able to deliver a model outperforming the existing methods by inter-series modeling. Note that unlike other cross-location epidemic forecasters such as [32], only certain time periods rather than the entire time series from other regions will be referred to.

In order to make the proposed paradigm work, it is critical to find small segments in reference time series that exhibit similarity with target time series. It turns out that the attention mechanism [122] is a good choice for pattern matching. Moreover, it is found that solely applying attention does not work the best as the embedded small segments do not contain long-term trends that are not directly comparable. We filter out these trends and introduce a normalization step so that the small segments can be matched at a consistent scale. In the end, we put all of these components together and achieve global optimum by joint training. Our new model called ACTS (Attention Crossing multiple Time Series), is able to outperform leading forecasters hosted at CDC.

5.2 Related Work

There has been a large body of work focusing on epidemic forecasting. To incorporate domain knowledge, mechanistic models [73, 147] has been favored since they often consider various factors such as epidemiological and social properties, and they make forecasts based on simulation. Moreover, geographic information can also be incorporated into the mechanistic models to better illustrate the spreading process of an infectious dis-
The value at time $t$ in location $i$. 
$x_{s:t}^i$ The time series from $s$ to $t$ in location $i$. 
$W$ Parameter matrices to be learned. 
$[a; b]$ The concatenation of $a$ and $b$. 
$\langle a, b \rangle$ Inner product of $a$ and $b$. 
$[s, t]$ Consecutive index set $s, s + 1, \cdots, t$

Table 5.1: Used notations

ease [8, 9]. These models have excellent interpretability but often fail to fit real observed data due to their rigid and over-simplified assumptions without careful calibration.

On the other hand, statistical methods explicitly fit historical data to a statistical model and use it to obtain predictions by extrapolation [18, 21]. For example, [102] relies on kernel density estimation, [84] uses seasonal ARIMA, [138] chooses particle filtering and [150] employs Gaussian process regression. These methods are either too simple or require laborious feature engineering. Hence, various deep learning techniques are also introduced to forecast disease spreading, such as [136, 125, 62, 118, 119, 99]. They use deep neural networks to extract complex temporal patterns from historical data and a selected set of additional features. [32, 45] are conceptually closer to our model, both of which employ attention mechanism to compare encoded temporal patterns across multiple locations. However, they require a fixed graph structure with geographic information and produce a similarity score between locations that is independent of time. Instead, in our model we generate embeddings of dynamical patterns for attention over both spatial and temporal dimensions so that the generated attention map are temporally dynamical and free from any predefined geographic structures.
5.3 Problem Statement

In COVID-19 forecasting, there are three types of incidences, namely confirmed cases, hospitalizations and deaths, to be predicted. The historical data is reported on a daily basis, and we will predict them for the coming weeks. Table 5.1 summarizes the notations we use in the following sections. Note that throughout the paper, terms “location” and “region” will be used interchangeably. Problem definition is formulated as follows.

DEFINITION 1. Incidence Time Series We denote by $x^i_t$ the reported value of a certain type of incidence data at date $t$ and location $i$, for $t = 1, 2, \cdots, T$ and $i = 1, 2, \cdots, N$. Hence, the incidence time series of location $i$ denoted by $x^i_{1:T}$. $x^i_{s:t}$ is called a time segment of $x^i$, where $[s,t], 1 \leq s < t \leq T$ is called a window.

DEFINITION 2. Target Region At the last date $T$, we predict the future incidences for location $i_0 \in [1, N]$ beyond $T$. We call $i_0$ the target region and $x^{i_0}_{1:T}$ the target time series.

DEFINITION 3. Reference Regions The regions other than the target region $i_0$ are called reference regions. The reference time series are $x^i_{1:T}$ where $i \neq i_0$. In a generalized definition, reference regions could include the target region.

DEFINITION 4. Additional Features Besides historical incidences in each region, other features might be available including demographic information, mobility index, and interventions. For each region $i$, time-independent features are concatenated into a single vector $u^i$, and time-dependent ones into another time series $r^i_t$.

Problem Statement Given $N$ time series $X^i_{1:T}$ ($i \in [1, N]$) and additional features, we aim to predict future incidences in a target region $i_0 \in [1, N]$ over $H$ consecutive days after $T$, i.e. $x^{i_0}_{T+1:T+H}$. 
5.4 Methodology

Traditionally, epidemic forecasts are made by analyzing only the growth pattern of incidences. [8, 9, 32, 45] take the incidences from neighboring regions into consideration as diseases spread through social interaction. Rather than explicitly modeling the disease spreading process, we take a bold step to directly compare the incidence curves across regions. Once the similarities between the current incidences in the target region with the past time segments in reference regions are identified, the following incidences in the reference regions can be used to forecast the future incidences in the target region.

Formally, we introduce an embedding function $\phi(\cdot)$ to encode a time series segment $x_{t-l+1:t}$ into a vector, and then use dot-product of vectors to measure similarity. The following incidences $x_{t+1:t+h}$ is also encoded by another embedding function $\psi(\cdot)$ for further aggregation. However, while there are comparable short-term patterns that can be extracted from time series segments, there are also non-stationary long-term trends that hinder reasonable comparison and aggregation of local patterns within segments.

We resolve the problem in two steps. First, we apply a trainable detrending module to the raw time series to remove long-term trends so that incidences across different regions
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Figure 5.2: Our proposed Inter-series Attention Network. Best view in color.
are more comparable. Second, we take rolling windows from residual time series and transform them into a common feature space using normalized convolution as embedding functions $\phi(\cdot)$ and $\psi(\cdot)$. The embedding of the recent window in the target region is then compared with windows from references to produce weights for combining the following incidences of each reference window. In such pairwise comparisons, differences in both time-dependent and time-independent features are taken into account so that the curves in corresponding windows can be better aligned. The combinations are then added to the extrapolation of filtered trends to generate the final prediction. We jointly train both modules in an end-to-end manner so that both the long- and short-term patterns can be decoupled in an adaptive way.

Figure 5.2 gives an overview of the framework. In the following subsections, we introduce each component in details.

5.4.1 Detrending

We adopt a learnable Holt smoothing model ([112]) to remove long-term trends from the raw time series. Specifically, we introduce a set of parameters $\theta_i = [a^i_0; b^i_0; \alpha^i; \beta^i]$ per series, where $a^i_0$ is the initial level, $b^i_0$ is the initial trend, $\alpha^i$ is the level smoothing coefficient and $\beta^i$ is the trend smoothing coefficient. Then Holt’s equations ([59]) are launched to iteratively derive levels and piecewise linear slopes in $x^i_{1:T}$,

$$
\begin{align*}
a^i_t &= \alpha^i x^i_t + (1 - \alpha^i)(a^i_{t-1} + b^i_{t-1}), \\
b^i_t &= \beta^i(a^i_t - a^i_{t-1}) + (1 - \beta^i)b^i_{t-1}, \\
\hat{x}^i_t &= x^i_t - a^i_t.
\end{align*}
$$

After detrending, the residual time series $\hat{x}^i_{1:T}$ will contain short-term patterns for further processing. Projection from the long-term trend is generated by simple linear extrapolation.
\[ \bar{x}_{t+h}^i = a_t^i + hb_t^i. \]  

(5.2)

A more sophisticated detrending process might further boost performance; we leave it for future study. The detrending process is applied to all the time series and the residual time series are fed into the following attention module.

5.4.2 Attention Module

As COVID-19 is a new disease, we do not have its historical data in the past seasons. Hence, it is critical to leverage limited data from the same season, but across different regions, i.e. model the correlations between regions that have been undergoing the pandemic. Without detailed information about spatial dynamics such as population movement, we instead employ attention mechanism to measure the relation of one region to other regions by directly comparing the incidence curves after trend filtering. Since there are many stages in a dynamical epidemiological process, it is necessary to learn a representation for each time period in a region for alignment in attention. In light of this idea, we apply a convolution layer to encode the residual time series segment \( \hat{x}_{t-l+1:t} \) to a vector, based on which attention scores measuring similarity between regions are computed.

Segment Embedding

Even after detrending, the scales of reported numbers in residual time series are still quite different across regions. It is important to normalize residuals before embedding. We empirically find it better to apply min-max normalization to the cumulative sum of incidence time series, which can be regarded as a kind of smoothing. Specifically, for a rolling window of size \( l \) representing a period of time, i.e. \( \hat{x}_{t-l+1:t}, t \in [l, T] \), we
compute its cumulative sums and apply the min-max normalization to the monotonically increasing series,
\[ c^j_i = \sum_{k=t-l+1}^{t} \tilde{x}^i_k; \quad \tilde{c}^j_i = \frac{c^j_i - c^j_{t-l+1}}{c^j_{t-l+1} - c^j_{t-l+1}}, \quad (5.3) \]
for \( j \in [t - l + 1, t] \). As a result, the first and last values of the normalized series will consistently be 0 and 1 respectively.

We then instantiate the function \( \phi(\cdot) \) using a convolution layer with \( d \) feature maps to the scaled segment and time-dependent features. The kernel size is empirically selected, and when it is smaller than \( l \), average pooling is applied in order to reduce a sequence to a vectorized embedding,
\[ p^i_t = \text{AvgPool} \left( \text{Conv} \left( [\tilde{c}_{t-l+1:t}^i; r_{t-l+1:t}^i] \right) \right) \in \mathbb{R}^d. \quad (5.4) \]
These segment embeddings are used to model similarity in different temporal periods across different regions.

Likewise, we employ another convolution-pooling layer as \( \psi(\cdot) \) to encode the following incidences over \( H \) days after each segment into so-called development embedding,
\[ g^i_t = \text{AvgPool} \left( \text{Conv} \left( \tilde{c}_{t+1:t+H}^i \right) \right) \in \mathbb{R}^d. \quad (5.5) \]
They represent the succeeding development after encoded segments and will be the references for the prediction of the given target region. In fact, we can pair the segments and references by aligning the time indices, i.e. \( \{p^i_t, g^i_t\} \) for \( t \in [l, T - H] \).

**Inter-series Attention**

Given the embeddings, we use dot-product attention to compare segments and combine the values. Specifically, we linearly map the segment embeddings to query vectors \( q^i_t \) and key vectors \( k^i_t \), from which the similarity score is computed. The development
embeddings are projected to value vectors $v^i_t$. On the other hand, the additional time-independent features $u^i$ are also incorporated into queries and keys.

$$
q^i_t = W_Q p^i_t + W_{u,q} u^i; \\
q^i_t = W_K p^i_t + W_{u,k} u^i; \\
v^i_t = W_V g^i_t; \quad (5.6)
$$

For a target region $i_0$, we take $q^{i_0}_T$ for the last segment and compute its similarity with all the keys from other time segments across all the regions, which is then used to obtain a weighted sum of values.

$$
\hat{v}^{i_0}_T = \sum_{i,t \in \Omega} \exp \left( \langle q^{i_0}_T, k^i_t \rangle \right) v^i_t,
$$

where $\Omega = [1, N] \times [l, T - H]$. In this way, the past observations in both the target region and reference regions are fully utilized. The weighted combination of values $\hat{v}^{i_0}_T$ is then linearly projected to an estimate of $\hat{c}^{i_0}_{T+1:T+H}$. We apply the inverse transformation of equation (5.3) to get an estimate of $\hat{x}^{i_0}_{T+1:T+H}$, denoted by $\hat{y}^{i_0}_{T+1:H}$.

In the end, the estimate from attention module is added to the extrapolations in the detrending module to produce the final forecast $y^{i_0}_{T+1:T+H}$, where

$$
y^{i_0}_t = \bar{x}^{i_0}_t + \hat{y}^{i_0}_t, \quad t \in [T + 1, T + H].
$$

### 5.4.3 Joint Training

The model can be trained by minimizing the joint loss with respect to the parameters in all the modules. The joint loss is an aggregation of prediction error $E(\cdot, \cdot)$ computed in two steps. First, for a single target region, we compare our forecasts and ground truths for different $T$, i.e. lengths of history. Second, we take the aggregated loss in the first step for every region. Formally, the joint loss is defined as

$$
L = \sum_{i=1}^{N} \sum_{T=l}^{L-H} E(y^i_{T+1:T+H}, x^i_{T+1:T+H}) \quad (5.8)
$$
where $L$ is the total number of available historical reports, and $l$ is the minimum required history length. In our experiments, we choose Mean Absolute Error (MAE) to be the error metric $E(\cdot, \cdot)$, i.e.

$$E(y_{t+1:T+H}^i, x_{t+1:T+H}^i) = \frac{1}{H} \sum_{t=T+1}^{T+H} |y_t^i - x_t^i|$$

5.5 Experiments

In this section, we demonstrate the effectiveness of the proposed model on real COVID-19 datasets. We intend to answer the following questions:

- Can ACTS outperform the popular COVID-19 forecasters referred at CDC and other state-of-the-art deep learning models?

- How much does each component of ACTS contribute to the model performance?

- What kind of similarity can inter-series attention capture?

5.5.1 Experimental Settings

Dataset  The COVID-19 incidence data is publicly available at JHU-CSSE\textsuperscript{2} and COVID tracking project\textsuperscript{3}. Additional features are also publicly available \textsuperscript{4,5,6}. The features we used include total population, population density, ratios of age/gender/race, available hospital beds, and traffic mobility, which are proven to bring marginal accuracy gain in the hospitalization forecasting task in our experiments. The dataset covers the reports up to September 27, 2020 from 50 states and DC in the US.

\textsuperscript{2}github.com/CSSEGISandData/COVID-19
\textsuperscript{3}covidtracking.com/
\textsuperscript{4}github.com/descarteslabs/DL-COVID-19
\textsuperscript{5}github.com/djsutherland/pummeler
\textsuperscript{6}data.world/liz-friedman/hospital-capacity-data-from-hghi
Evaluation Protocol  As required by CDC, we predict the incidence data over the next 4 weeks at a given date and compare the forecasts with the reported ground truths. Suppose we are predicting the new confirmed cases in the state of California starting from 08/16. As context, we are provided a daily time series consisting of incidences in all the states till 08/15. There are three forecasting tasks: daily forecasts for new hospitalizations, weekly forecasts for new confirmed cases and deaths.

The forecasting performance is evaluated in terms of Weighted Absolute Percentage Error (WAPE), defined by the ratio of Mean Absolute Error (MAE) and mean value of ground truths.

At each prediction date, we keep the data in the last 7 days for validation, and the remaining historical data for training. We use the validation data to tune the hyperparameters and to avoid overfitting by early stopping. Other implementation details can be found in Appendix too.

Baselines  We compare the performance of the epidemic models featured at CDC, including

- **YYG** [51]: An SEIR model with learnable parameters that attracts a lot of attention from media;

- **CU** [96]: A metapopulation SEIR model developed by researchers in Columbia University;

- **UCLA** [151]: An SuEIR model using machine learning developed by Statistical Machine Learning Lab at UCLA;

- **ERDC**[7]: An SEIR model that considers unreported infections and isolated popu-

---

lation developed by US Army Engineer Research and Development Center;

- **LANL** [71]: A statistical dynamical growth model accounting for population susceptibility developed by Los Alamos National Laboratory;

- **CovidSim**\(^8\): Machine learning model based on generalized random forests.

The first four are compartmental models and the last two rely on statistical modelling. Other than these conventional models, we also evaluate three deep learning models for time series forecasting,

- **DeepCOVID** [105] An operational deep learning framework designed for real-time COVID-19 forecasting developed by Georgia Tech;

- **ConvTrans** [76] A self-attention based Transformer model that also employs convolutions for pattern representations;

- **TFT** [80] A self-attention based deep learning model with feature selection.

We implement the ConvTrans and TFT and tune the hyperparameters using the validation data. All of our implementations run on a server with an Intel i7-6700K CPU and a single GTX 1080Ti GPU. For other baselines, since their implementations are not open-sourced, we take their forecasts submitted to the challenge hosted by CDC \(^9\).

### 5.5.2 Performance Comparison

Table 5.2 shows the forecasting performance on 6 different dates. Three types of incidence data, namely confirmed cases (C), hospitalizations (H) and deaths (D) are separately predicted. We have three key observations: (1) In 13 out of 18 cases, **ACTS**

---

\(^8\)https://www.covid19sim.org/documents/outbreak-methods

\(^9\)https://github.com/reichlab/covid19-forecast-hub
Table 5.2: Forecasting performances across different time periods for different types of incidence data in terms of WAPE. A smaller value indicates better performance. We also include the variance of our model’s performance by running 5 times with different random initializations. "-" means the forecasting results of the corresponding baseline are not available.

A smaller value indicates better performance. We also include the variance of our model’s performance by running 5 times with different random initializations. "-" means the forecasting results of the corresponding baseline are not available.

<table>
<thead>
<tr>
<th></th>
<th>YYG</th>
<th>CU</th>
<th>UCLA</th>
<th>ERDC</th>
<th>LANL</th>
<th>Covid Sim</th>
<th>Deep COVID</th>
<th>Conv Trans</th>
<th>TFT</th>
<th>ACTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>06/21</td>
<td>C</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.51</td>
<td>-</td>
<td>1.09</td>
<td>0.51</td>
<td>0.39±0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>-</td>
<td>1.91</td>
<td>-</td>
<td>-</td>
<td>0.95</td>
<td>0.63</td>
<td>1.22</td>
<td>0.80±0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.52</td>
<td>1.48</td>
<td>0.56</td>
<td>-</td>
<td>0.58</td>
<td>1.46</td>
<td>0.66</td>
<td>1.09±0.07</td>
<td></td>
</tr>
<tr>
<td>07/05</td>
<td>C</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.37</td>
<td>-</td>
<td>0.37</td>
<td>0.39</td>
<td>0.33±0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>0.98</td>
<td>1.23</td>
<td>0.66</td>
<td>0.95</td>
<td>-</td>
<td>0.65</td>
<td>1.08</td>
<td>0.61±0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.45</td>
<td>0.65</td>
<td>0.55</td>
<td>0.38</td>
<td>0.52</td>
<td>-</td>
<td>0.85</td>
<td>0.60±0.01</td>
<td></td>
</tr>
<tr>
<td>07/19</td>
<td>C</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.27</td>
<td>-</td>
<td>0.24</td>
<td>0.44</td>
<td>0.31±0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>0.67</td>
<td>1.24</td>
<td>0.77</td>
<td>0.78</td>
<td>1.71</td>
<td>0.70</td>
<td>0.99</td>
<td>0.60±0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.30</td>
<td>0.43</td>
<td>0.39</td>
<td>1.10</td>
<td>0.48</td>
<td>0.33</td>
<td>0.4506</td>
<td>0.54±0.07</td>
<td></td>
</tr>
<tr>
<td>08/02</td>
<td>C</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.30</td>
<td>-</td>
<td>0.24</td>
<td>0.24</td>
<td>0.16±0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>0.67</td>
<td>0.95</td>
<td>0.71</td>
<td>0.68</td>
<td>1.66</td>
<td>0.79</td>
<td>0.93</td>
<td>0.66±0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.24</td>
<td>0.37</td>
<td>0.27</td>
<td>0.52</td>
<td>0.44</td>
<td>0.26</td>
<td>0.45</td>
<td>0.38±0.01</td>
<td></td>
</tr>
<tr>
<td>08/16</td>
<td>C</td>
<td>-</td>
<td>0.67</td>
<td>0.35</td>
<td>0.28</td>
<td>0.29</td>
<td>0.23</td>
<td>0.33</td>
<td>0.20±0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>0.64</td>
<td>0.99</td>
<td>0.60</td>
<td>0.65</td>
<td>1.38</td>
<td>0.98</td>
<td>0.96</td>
<td>0.57±0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.19</td>
<td>0.42</td>
<td>0.25</td>
<td>0.55</td>
<td>0.34</td>
<td>0.27</td>
<td>0.28</td>
<td>0.44±0.03</td>
<td></td>
</tr>
<tr>
<td>08/30</td>
<td>C</td>
<td>-</td>
<td>0.43</td>
<td>0.31</td>
<td>0.34</td>
<td>0.33</td>
<td>0.23</td>
<td>0.36</td>
<td>0.29±0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>0.66</td>
<td>0.91</td>
<td>0.68</td>
<td>0.69</td>
<td>1.31</td>
<td>0.83</td>
<td>0.93</td>
<td>0.58±0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.20</td>
<td>0.41</td>
<td>0.23</td>
<td>0.56</td>
<td>0.34</td>
<td>0.25</td>
<td>0.36</td>
<td>0.42±0.02</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Forecasting performances across different time periods for different types of incidence data in terms of WAPE. A smaller value indicates better performance. We also include the variance of our model’s performance by running 5 times with different random initializations. "-" means the forecasting results of the corresponding baseline are not available.

Our model outperforms other algorithms by a considerable margin. On average, it improves 9%, 5% and 4% over the best of these algorithms for C, H and D, respectively. (2) **ACTS** is more favorable on recent days when there are more abundant data available, showing that data-driven methods benefit from more data. (3) The two deep learning approaches ConvTrans and TFT do not exhibit strong performance. The main difference between ours and these approaches is the employment of attention across multiple time series, which dramatically boosts the performance. Note that our model can be trained in less than 5 minutes and inference takes only seconds.
5.5.3 Ablation Study

For deeper understanding of our model, we disable each component of ACTS to examine its contribution:

- **ACTS-d** We remove the detrending module and obtain an attention-only forecaster;

- **ACTS-n** We remove the normalization in segment embedding;

- **ACTS-i** We restrict the attention to the target time series only. The model degenerates to an auto-regressive model similar to ConvTrans and TFT;

- **ACTS-f** We remove the additional features in the model and only rely on incidence data.

The hyperparameters of all variants are kept the same. We compare their performance against ACTS using training data up to August 30, 2020. Figure 5.3 depicts the results, based on which we have the following observations:
• Overall every component of ACTS has positive effects on forecasting accuracy, except that the introduction of additional features has mixed effect. We suspect that either better modelling could help or their effect has been absorbed by the incidence time series;

• Among all the components, inter-series attention has the most significant impact on the performance, which proves that our design of attention crossing multiple time series is valid. It can capture cross-region similarity in COVID-19 forecasting;

• The detrending module makes some contribution. We believe it has the potential for further improvement, e.g. employing advanced trend filtering or even epidemic models.

5.5.4 Cross-region Similarity

A key feature of ACTS is that it can capture similarity between regions via attention from data. According to equation (5.7), the reference set \( \Omega \) is common for any target regions \( i_0 \), and the learned attention distribution is determined by \( q_{i_0}^{\hat{\phi}} \). Hence, we directly take those \( d \)-dim queries for every region and apply K-means clustering to group them. In this experiment, we use the death forecasting model as an example, where \( T \) is August 30, 2020, and \( K = 4 \) is selected based on the Elbow method [85].

A colored map is shown in Figure 5.4 based on obtained clusters. We can see that California, Texas and Florida, the three states recently hit most seriously are grouped together. Furthermore, states like Arizona, Illinois, North Carolina and Georgia are recognized since they also suffer severe crisis. Interestingly, the states of Wyoming and Vermont are distinguished by our model, in which few deaths are observed for a long period. Overall, our method is able to identify similarities between regions to a certain degree.
Chapter 5

5.6 Conclusion

We present **ACTS** for COVID-19 forecasting, a purely data-driven framework for an urgent forecasting problem concerning the entire world. It extends the popular deep learning technique, namely attention mechanism, to learning inter-series similarity for time series forecasting. Above that, we also introduce a detrending component to model long-term trends that are difficult for attention model to capture. Both modules are learned jointly based solely on COVID-19 incidence data and a handful of simple features. Without any domain knowledge, our model can empirically outperform many strong forecasters featured by CDC.
Chapter 6

Domain Adaptation for Time Series Forecasting via Attention Sharing

6.1 Introduction

While deep forecasting models excel at capturing complex temporal dynamics from a sufficiently large time series dataset, it is often challenging in practice to collect enough data. A common solution to the data scarcity problem is to introduce another dataset with abundant data samples from a so-called source domain related to the dataset of interest, referred to as the target domain. For example, traffic data from an area with an abundant number of sensors (source domain) can be used to train a model to forecast the traffic flow in an area with insufficient monitoring recordings (target domain). However, deep neural networks trained on one domain can be poor at generalizing to another domain due to the issue of domain shift, that is, the distributional discrepancy between domains [126].

Domain adaptation (DA) methods attempt to mitigate the harmful effect of domain shift by aligning features extracted across source and target domains [44, 14, 57, 10]. Ex-
existing approaches mainly focus on classification tasks, where a classifier learns a mapping from a learned domain-invariant latent space to a fixed label space using source data. Consequently, the classifier depends only on common features across domains, and can be applied to the target domain [130].

There are two main challenges in directly applying existing DA methods to time series forecasting. First, due to the temporal nature of time series, evolving patterns within time series are not likely to be captured by a representation of the entire history. Future predictions may depend on local patterns within different time periods, and a sequence of local representations can be more appropriate than using the entire history as done with most conventional approaches. Second, the output space in forecasting tasks is not fixed across domains in general since a forecaster generates a time series following the input, which is domain-dependent, e.g. kW in electrical source data vs. unit count in stock target data. Both domain-invariant and domain-specific features need to be extracted and incorporated in forecasting to model domain-dependent properties so that the data distribution of the respective domain is properly approximated. Hence, we need to carefully design the type of features to be shared or non-shared over different domains, and to choose a suitable architecture for our time-series forecasting model.

We propose to resolve the two challenges using an attention-based model [122] equipped with domain adaptation. First, for evolving patterns, attention models can make dynamic forecasts based on a combination of values weighted by time-dependent query-key alignments. Second, as the alignments in an attention module are independent of specific patterns, the queries and keys can be induced to be domain-invariant while the values can stay domain-specific for the model to make domain-dependent forecasts. Figure 6.1 presents an illustrative example of a comparison between a conventional attention-based forecaster (AttF) and its counterpart combined with our domain adaptation strategy (DAF) on synthetic datasets with sinusoidal signals. While AttF is trained using lim-
Figure 6.1: Forecasts of single-domain attention-based forecaster (AttF) and our cross-domain forecaster (DAF). Sample forecasts from steps 72-84 on traffic data where our DAF uses household electricity data as source data (top left). Bar plot of the weights on the context history of the attention distributions of AttF and DAF associated with forecasting step 84 (bottom left). Attention keys (top right) and values (bottom right) of AttF and DAF after dimension reduction to 2D. The keys and values of AttF in the source domain are generated by simply applying AttF model trained on target data to the source data. The strategy of aligning keys rather than values between source and target domains in our DAF captures the correct attention weights, as illustrated by the accurate forecasts compared to AttF (cf. red dots vs. blue dots from steps 72-84).

ited target data, DAF is jointly trained on both domains. By aligning the keys across domains as the top rightmost panel shows, the context matching learned in the source domain helps DAF generate more reasonable attention weights that focus on the same phases in previous periods of target data than the uniform weights generated by AttF in the bottom left panel. The bottom right panels illustrate that the single-domain AttF produces the same values for both domains as the input is highly overlapped, while DAF is able to generate distinct values for each domain. As a result, the top left panel shows that DAF produces more accurate domain-specific forecasts than AttF does.

6.2 Related Work

Deep neural networks have been introduced to time series forecasting with considerable successes [39, 13, 89, 129, 128, 108, 101]. In particular, attention-based transformer-like models [122] have achieved state-of-the-art performance [76, 80, 135, 149]. A down-
side to these sophisticated models is their reliance on a large dataset with homogeneous time series to train. Once trained, the deep learning models may not generalize well to a new domain of exogenous data due to domain shift issues [127, 98, 126].

To solve the domain shift issue, domain adaptation has been proposed to transfer knowledge captured from a source domain with sufficient data to the target domain with unlabeled or insufficiently labeled data for various tasks [86, 130, 100]. In particular, sequence modeling tasks in natural language processing mainly adopt a paradigm where large transformers are successively pre-trained on a general domain and fine-tuned on the task domain [33, 54, 53, 103]. It is not immediate to directly apply these methods to forecasting scenarios due to several challenges. First, it is difficult to find a common source dataset in time series forecasting to pre-train a large forecasting model. Second, it is expensive to pre-train a different model for each target domain. Third, the predicted values are not subject to a fixed vocabulary, heavily relying on extrapolation. Lastly, there are many domain-specific confounding factors that cannot be encoded by a pre-trained model.

An alternative approach to pre-training and fine-tuning for domain adaptation is to extract domain-invariant representations from raw data [12, 27]. Then a recognition model that learns to predict labels using the source data can be applied to the target data. In their seminal works, [43, 44] propose DANN to obtain domain invariance by confusing a domain discriminator that is trained to distinguish representations from different domains. A series of works follow this adversarial training paradigm [121, 148, 2, 133], and outperform conventional metric-based approaches [82, 24, 52] in various applications of domain adaptation. However, these works do not consider the task of time series forecasting, and address the challenges in the introduction accordingly.

In light of successes in related fields, domain adaptation techniques have been introduced to time series tasks [98, 131]. [20] aim to solve domain shift issues in classification
and regression tasks by minimizing the discrepancy of the associative structure of time series variables between domains. A limitation of this metric-based approach is that it cannot handle the multi-horizon forecasting task since the label is associated with the input rather than being pre-defined. [60] propose DATSING to adopt adversarial training to fine-tune a pre-trained forecasting model by augmenting the target dataset with selected source data based on pre-defined metrics. This approach lacks the efficiency of end-to-end solutions due to its two-stage nature. In addition, it does not consider domain-specific features to make domain-dependent forecasts. Lastly, [48, 14, 111] make use of domain-invariant and domain-specific representations in adaptation. However, since these methods do not accommodate the sequential nature of time series, they cannot be directly applied to forecasting.

6.3 Domain Adaptation in Forecasting

Adversarial Domain Adaptation in Forecasting Suppose a set of \( N \) time series, and each consists of observations \( z_{i,t} \in \mathbb{R} \) at time \( t \). Given \( T \) past observations and all future input covariates, we wish to make \( \tau \) multi-horizon future predictions at time \( T \) via model \( F \):

\[
Z_{i,T+1}, \ldots, Z_{i,T+\tau} = F(Z_{i,1}, \ldots, Z_{i,T}).
\]  

(6.1)

We focus on the scenario where little data is available for the problem of interest while sufficient data from other sources is provided. For example, one or both of the number of time series \( N \) and the length \( T \) is limited. We denote the dataset \( D = \{(X_i, Y_i)\}_{i=1}^N \) with past observations \( X_i = \{Z_{i,t}\}_{t=1}^T \) and future ground truths \( Y_i = \{Z_{i,t}\}_{t=T+1}^{T+\tau} \) for the \( i \)-th time series. We also omit the index \( i \) when the context is clear. To find a suitable forecasting model \( F \) in equation (6.1) on a data-scarce time series dataset, we cast the problem in terms of a domain adaptation problem, given that another “relevant” dataset
is accessible. In the domain adaptation setting, we have two types of data: source data \( D_S \) with abundant samples and target data \( D_T \) with limited samples. Our goal is to produce an accurate forecast on the target domain \( T \), where little data is available, by leveraging the data in the source domain \( S \). Since our goal is to provide a forecast in the target domain, in the remainder of the text, we use \( T \) and \( \tau \) to denote the target historical length and target prediction length, respectively, and also use the subscript \( S \) for the corresponding quantities in the source data \( D_S \), and likewise for \( T \).

To compute the desired target prediction \( \hat{Y}_i = [\hat{z}_{i,T}]_{t=T+1}^{T+\tau}, i = 1, \ldots, N \), we optimize the training error on both domains jointly and in an adversarial manner in the following minimax problem:

\[
\min_{G_S, G_T} \max_D \mathcal{L}_{\text{seq}}(D; G_S) + \mathcal{L}_{\text{seq}}(D; G_T) - \lambda \mathcal{L}_{\text{dom}}(D_S, D_T; D, G_S, G_T), \tag{6.2}
\]

where the parameter \( \lambda \geq 0 \) balances between the estimation error \( \mathcal{L}_{\text{seq}} \) and the domain classification error \( \mathcal{L}_{\text{dom}} \). Here, \( G_S, G_T \) denote sequence generators that estimate sequences in each domain, respectively, and \( D \) denotes a discriminator that classifies the domain between source and target.

We first define the estimation error \( \mathcal{L}_{\text{seq}} \) induced by a sequence generator \( G \) as follows:

\[
\mathcal{L}_{\text{seq}}(D; G) = \sum_{i=1}^{N} \left( \frac{1}{T} \sum_{t=1}^{T} l(z_{i,t}, \hat{z}_{i,t}) + \frac{1}{\tau} \sum_{t=T+1}^{T+\tau} l(z_{i,t}, \hat{z}_{i,t}) \right), \tag{6.3}
\]

where \( l \) is a loss function and estimation \( \hat{z}_{i,t} \) is the output of a generator \( G \), and each term in equation (6.3) represents the error of input reconstruction and future prediction, respectively. Next, let \( \mathcal{H} = \{h_{i,t}\}_{i=1,t=1}^{N,T+\tau} \) be a set of some latent feature \( h_{i,t} \) induced by generator \( G \). Then, the domain classification error \( \mathcal{L}_{\text{dom}} \) in equation (6.2) denotes the cross-entropy loss in the latent spaces as follows:

\[
\mathcal{L}_{\text{dom}}(D_S, D_T; D, G_S, G_T) = -\frac{1}{|\mathcal{H}_S|} \sum_{h_{i,t} \in \mathcal{H}_S} \log D(h_{i,t}) - \frac{1}{|\mathcal{H}_T|} \sum_{h_{i,t} \in \mathcal{H}_T} \log [1 - D(h_{i,t})], \tag{6.4}
\]
Figure 6.2: An architectural overview of DAF. The grey modules belong to the source domain, and red modules belong to target domain. The attention modules and domain discriminators shown in beige are shared by both domains. The model takes the historical portion of a time series as input, and produces a reconstruction of input and a forecast of the future time steps. The domain discriminator is a binary classifier, and predicts the origin of an intermediate representation within the attention module, either the source or the target.

where $\mathcal{H}_S$ and $\mathcal{H}_T$ are latent feature sets associated with the source $\mathcal{D}_S$ and target $\mathcal{D}_T$, and $|\mathcal{H}|$ denotes the cardinality of a set $\mathcal{H}$. The minimax objective equation (6.2) is optimized via adversarial training alternately. In the following subsections, we propose specific design choices for $G_S, G_T$ and the latent features $\mathcal{H}_S, \mathcal{H}_T$ in our DAF model.

### 6.4 The Domain Adaptation Forecaster (DAF)

We propose a novel strategy based on attention mechanism to perform domain adaptation in forecasting. The proposed solution, the Domain Adaptation Forecaster (DAF), employs a sequence generator to process time series from each domain. Each sequence generator consists of an encoder, an attention module and a decoder. As each domain provides data with distinct patterns from different spaces, we keep the encoders and decoders privately owned by the respective domain. The core attention module is shared by both domains for adaptation. In addition to computing future predictions, the generator also reconstructs the input to further guarantee the effectiveness of the learned representations. Figure 6.2 illustrates an overview of the proposed architecture.
In this subsection, we discuss our design of the sequence generators $G_S, G_T$ in equation (6.2). Since the generators for both domains have the same architecture, we omit the domain index of all quantities and denote either generator by $G$ in the following paragraphs by default. The generator $G$ in each domain processes an input time series $X = [z_t]^T_{t=1}$ and generates the reconstructed sequence $\hat{X}$ and the predicted future $\hat{Y}$.

**Private Encoders**  The private encoder transforms the raw input $X$ into the pattern embedding $P = [p_t]^T_{t=1}$ and value embedding $V = [v_t]^T_{t=1}$. For the value embedding, we apply a position-wise MLP with parameter $\theta_v$ to encode input $X = [z_t]^T_{t=1}$

$$v_t = MLP(z_t; \theta_v).$$

For the pattern embedding $P$, we apply $M$ independent temporal convolutions with various kernel sizes in order to extract short-term patterns at different scales. Specifically, for $j = 1, \ldots, M$, each convolution with parameter $\theta_p$ takes the input $X$ to give a sequence of local representations,

$$p^j_t = Conv(X; \theta^j_p).$$

We concatenate each $p^j_t$ to build a multi-scale pattern embedding $p_t = [p^j_t]^M_{j=1}$ and $P = [p_t]^T_{t=1}$ with parameters $\theta_p = [\theta^j_p]^M_{j=1}$ accordingly. To avoid dimension issues from the concatenation, we keep the dimension of $P$ and $V$ the same. The extracted pattern $P$ and value $V$ are fed into the shared attention module.

**Shared Attention Module**  We design the attention module to be shared by both domains since its primary task is to generate domain-invariant queries $Q$ and keys $K$ from pattern embeddings $P$ for both source and target domains. Formally, we project $P$
Figure 6.3: In DAF, the shared attention module processes pattern and value embeddings from either domain. A kernel function encodes pattern embeddings to a shared latent space for weight computation. We combine value embeddings by different groups of weights to obtain the interpolation $t \leq T$ for reconstruction $\hat{X}$ and the extrapolation $t = T + 1$ for the forecast $\hat{Y}$.

As a result, the patterns from both domains are projected into a common space, which is later induced to be domain-invariant via adversarial training. At time $t$, an attention score $\alpha$ is computed as the normalized alignment between the query $q_t$ and keys $k_{t'}$ at neighborhood positions $t' \in \mathcal{N}(t)$ using a positive semi-definite kernel $\mathcal{K}(\cdot, \cdot)$,

$$\alpha(q_t, k_{t'}) = \frac{\mathcal{K}(q_t, k_{t'})}{\sum_{t' \in \mathcal{N}(t)} \mathcal{K}(q_t, k_{t'})}, \quad (6.5)$$

e.g. an exponential scaled dot-product $\mathcal{K}(q, k) = \exp\left(\frac{q^T k}{\sqrt{d}}\right)$. Then, a representation $o_t$ is produced as the average of values $v_{\mu(t')}$ weighted by attention score $\alpha(q_t, k_{t'})$ on neighborhood $\mathcal{N}(t)$, followed by a MLP with parameter $\theta_o$:

$$o_t = \text{MLP} \left( \sum_{t' \in \mathcal{N}(t)} \alpha(q_t, k_{t'}) v_{\mu(t')}; \theta_o \right), \quad (6.6)$$

where $\mu : \mathbb{N} \rightarrow \mathbb{N}$ is a position translation. The choice of $\mathcal{N}(t)$ and $\mu(t)$ depends on whether $G$ is in interpolation mode for reconstruction when $t \leq T$ or extrapolation mode for forecasting when $t > T$.

**Private Decoders** The private decoder produces prediction $\hat{z}_t$ out of $o_t$ through another position-wise MLP: $\hat{z}_t = \text{MLP}(o_t; \theta_d)$. By doing so, we can generate reconstructions
\( \hat{X} = [\hat{z}_t]_{t=1}^T \) and the one-step prediction \( \hat{z}_{T+1} \). This prediction \( \hat{z}_{T+1} \) is fed back into the encoder and attention model to predict the next one-step ahead prediction. We recursively feed the prior predictions to generate the predictions \( \hat{Y} = [\hat{z}_t]_{t=T+1}^{T+\tau} \) over \( \tau \) time steps.

### 6.4.2 Domain Discriminator

In order to induce the queries and keys of the attention module to be domain-invariant, a domain discriminator is introduced to classify the origin of a given query or key. We employ a position-wise MLP \( D : \mathbb{R}^d \rightarrow [0, 1] \):

\[
D(q_t) = \text{MLP}(q_t; \theta_D), \quad D(k_t) = \text{MLP}(k_t; \theta_D).
\]

The discriminator \( D \) performs binary classifications on whether \( q_t \) and \( k_t \) originate from the source or target domain by minimizing the cross entropy loss of \( L_{\text{dom}} \) in equation (6.4).

We design the latent features \( \mathcal{H}_S, \mathcal{H}_T \) in equation (6.4) to be the keys \( K = [k_t]_{t=1}^{T+\tau} \) and queries \( Q = [q_t]_{t=1}^{T+\tau} \) in both source and target domains, respectively.

### 6.4.3 Adversarial Training

Recall we have defined generators \( G_S, G_T \) based on the private encoder/decoder and the shared attention module. The discriminator \( D \) induces the invariance of latent features keys \( K \) and queries \( Q \) across domains. While \( D \) tries to classify the domain between source and target, \( G_S, G_T \) are trained to confuse \( D \). By choosing the MSE loss for \( l \), the minimax objective in equation (6.2) is now formally defined over generators \( G_S, G_T \) with parameters \( \Theta_G = \{\theta_{p}^S, \theta_{v}^S, \theta_{d}^S, \theta_{p}^T, \theta_{v}^T, \theta_{d}^T, \theta_s, \theta_o\} \) and domain discriminator \( D \) with parameter \( \theta_D \). Algorithm 1 summarizes the training routine of DAF. We alternately update \( \Theta_G \) and \( \theta_D \) in opposite directions so that \( G = \{G_S, G_T\} \) and \( D \) are trained.
Algorithm 1 Adversarial Training of DAF

1: Input: dataset $\mathcal{D}_S, \mathcal{D}_T$; epochs $E$, step sizes

2: Initialization: parameter $\Theta_G$ for generator $G_S, G_T$, parameter $\theta_D$ for discriminator $D$

3: for epoch $= 1$ to $E$ do

4: repeat

5: sample $X_S, Y_S \sim \mathcal{D}_S$ and $X_T, Y_T \sim \mathcal{D}_T$

6: generate $\hat{X}_S, \hat{Y}_S = G_S(X_S)$ and $\hat{X}_T, \hat{Y}_T = G_T(X_T)$

7: compute $L_{seq}$ in equation (6.3) for $S$ and $T$, $L_{dom}$ in equation (6.4), and total $L$ in equation (6.2)

8: gradient descent with $\nabla_{\Theta_G} L$ to update $G_S, G_T$

9: gradient ascent with $\nabla_{\theta_D} L$ to update $D$

10: until $\mathcal{D}_T$ is exhausted

11: end for

adversarially. Here, we use a standard pre-processing for $X, Y$ and post-processing for $\hat{X}, \hat{Y}$.

6.5 Experiments

6.5.1 Baselines and Evaluation

In the experiments, we compare DAF with the following single-domain and cross-domain baselines. The conventional single-domain forecasters trained only on the target domain include:

- DAR: DeepAR [39];

- VT: Vanilla Transformer [122];
• AttF: the sequence generator $G_T$ for the target domain trained by minimizing
$L_{seq}(D_T; G_T)$ in equation (6.2).

The cross-domain forecasters trained on both source and target domain include:

• DATSING: pretrained and finetuned forecaster [60];

• RDA: RNN-based DA forecaster obtained by replacing the attention module in DAF with a LSTM module and inducing the domain-invariance of LSTM encodings. Specifically, we consider three variants:
  - RDA-DANN: adversarial DA via gradient reversing [44];
  - RDA-ADDA: adversarial DA via GAN-like optimization [121];
  - RDA-MMD: metric based DA via minimizing MMD between LSTM encodings [74].

We implement the models using PyTorch [93], and train them on AWS Sagemaker [79]. For DAR, we call the publicly available version on Sagemaker. The hyperparameter of DAF and the baselines are tuned on a held-out validation set.

We evaluate the forecasting error in terms of the Normalized Deviation (ND) [144]:

$$ND = \left( \frac{\sum_{i=1}^{N} \sum_{t=T+1}^{T+\tau} |z_{i,t} - \hat{z}_{i,t}|}{\sum_{i=1}^{N} \sum_{t=T+1}^{T+\tau} |z_{i,t}|} \right) / \left( \sum_{i=1}^{N} \sum_{t=T+1}^{T+\tau} |z_{i,t}| \right),$$

where $Y_i = [z_{i,t}]_{t=T+1}^{T+\tau}$ and $\hat{Y}_i = [\hat{z}_{i,t}]_{t=T+1}^{T+\tau}$ denote the ground truths and predictions, respectively.

6.5.2 Real-World Datasets

We perform experiments on four real benchmark datasets that are widely used in forecasting literature: elec and traf from the UCI data repository [35], sales [64] and
Table 6.1: Performance comparison of DAF on real-world benchmark datasets with prediction length $\tau$ in the target domain in terms of the mean +/- standard deviation ND metric. The winners and the competitive followers (the gap is smaller than its standard deviation over 5 runs) are bolded for reference.

<table>
<thead>
<tr>
<th>$D_T$</th>
<th>$\tau$</th>
<th>$D_S$</th>
<th>$\tau$</th>
<th>$\tau + \tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>traf</td>
<td>24</td>
<td>elec</td>
<td>wiki</td>
<td>sales</td>
</tr>
<tr>
<td>wiki</td>
<td>7</td>
<td>traf</td>
<td>sales</td>
<td></td>
</tr>
<tr>
<td>DAR</td>
<td>0.205</td>
<td>0.141</td>
<td>0.055</td>
<td>0.305</td>
</tr>
<tr>
<td>VT</td>
<td>0.187</td>
<td>0.144</td>
<td>0.061</td>
<td>0.293</td>
</tr>
<tr>
<td>AttF</td>
<td>0.182</td>
<td>0.137</td>
<td>0.050</td>
<td>0.308</td>
</tr>
<tr>
<td>DATSING</td>
<td>0.184</td>
<td>0.189</td>
<td>0.137</td>
<td>0.149</td>
</tr>
<tr>
<td>RDA-DANN</td>
<td>0.181</td>
<td>0.180</td>
<td>0.133</td>
<td>0.135</td>
</tr>
<tr>
<td>RDA-ADDA</td>
<td>0.174</td>
<td>0.181</td>
<td>0.134</td>
<td>0.142</td>
</tr>
<tr>
<td>RDA-MMD</td>
<td>0.186</td>
<td>0.179</td>
<td>0.140</td>
<td>0.144</td>
</tr>
<tr>
<td>DAF</td>
<td>$\textbf{0.169}$</td>
<td>$\textbf{0.176}$</td>
<td>$\textbf{0.125}$</td>
<td>$\textbf{0.123}$</td>
</tr>
</tbody>
</table>

wiki [69] from Kaggle. Notably, the elec and traf datasets present clear daily and weekly patterns while sales and wiki are less regular and more challenging. We use the following time features $\xi_t \in \mathbb{R}^2$ as covariates: the day of the week and hour of the day for the hourly datasets elec and traf, and the day of the month and day of the week for the daily datasets sales and wiki.

To evaluate the performance of DAF, we consider cross-dataset adaptation, i.e., transferring between a pair of datasets. Since the original datasets are large enough to train a reasonably good forecaster, we only take a subset of each dataset as a target domain to simulate the data-scarce situation. Specifically, we take the last 30 days of each time series in the hourly dataset elec and traf, and the last 60 days from daily dataset sales and wiki. We partition the target datasets equally into training/validation/test splits, i.e. 10/10/10 days for hourly datasets and 20/20/20 days for daily datasets. The full datasets are used as source domains in adaptation. We follow the rolling window strategy from [39], and split each window into historical and prediction time series of lengths $T$ and $T + \tau$, respectively. In our experiments, we set $T = 168, \tau = 24$ for hourly datasets,
and $T = 28, \tau = 7$ for the daily datasets. For DA methods, the splitting of the source data follows analogously.

Table 6.1 shows that DAF outperforms all the baselines. The real-world experiments also demonstrate that in general the success of DAF is agnostic of the source domain, and is even effective when transferring from a source domain of different frequency than that of the target domain. In addition, the cross-domain forecasters, DATSING, the RDA variants and our DAF outperform the three single-domain baselines in most cases. As in the synthetic cases, DATSING performs relatively worse than RDA and DAF. The accuracy differences between DAF and RDA are larger than in the synthetic case, and in favor of DAF. This finding further demonstrates that our choice of an attention-based architecture is well-suited for real domain adaptation problems.

### 6.5.3 Ablation Studies

In order to examine the effectiveness of our designs, we conduct ablation studies by adjusting each key component successively. We consider the following DAF variants:

- no-adv: no domain discriminator or adversarial training;
- no-q-share: no sharing of queries across domains;
- no-k-share: no sharing of keys across domains;
- $v$-share: shares values across domains.

Table 6.2 shows the improved performance of DAF over its variants on the target domain on four adaptation tasks. Equipped with a domain discriminator, DAF improves its effectiveness of adaptation compared to its non-adversarial variant (no-adv). We see that sharing both keys and queries in DAF results in performance gains over not sharing either (no-k-share and no-q-share). Furthermore, it is clear that our design choice of the
values to be domain-specific for domain-dependent forecasts rather than shared (v-share) has the largest positive impact on the performance.

### 6.6 Conclusions

In this work, we aim to apply domain adaptation to time series forecasting to solve the data scarcity problem. We identify the differences between the forecasting task and common domain adaptation scenarios, and accordingly propose the Domain Adaptation Forecaster (DAF) based on attention sharing. Through empirical experiments, we demonstrate that DAF outperforms state-of-the-art single-domain forecasters and various domain adaptation baselines on synthetic and real-world datasets. We further show the effectiveness of our designs via extensive ablation studies. In spite of empirical evidences, the theoretical justification of having domain-invariant features within attention models remains an open problem.
Chapter 7

Conclusion

In this dissertation, we studied time series forecasting under modern setting with the explosion of data. Essentially, we identify the basic procedure of modern forecasting services and three key challenges that practical forecasting services need to cope with. Besides scalable models that are able to process large amount of time series data efficiently, we also demonstrate the urgent demand of taking advantage of inter-series correlations and adapting trained models to brand new domains. Accordingly, we propose solutions to address these challenges and provide preliminary evidences of their effectiveness and applicability.

The ultimate goal of forecasting research is to build a system with capability to make accurate short- or long-term forecasts, scalability to process correlated and high-dimension time series data and flexibility to be customized and adapted to the considerable variety of real scenarios. With such a system, users only need to provide structured time series data and set a few key parameters of forecasting tasks, and leave complex or tedious details to the system. In addition, it is supposed to transfer learned knowledge from related tasks to the current task when provided data is insufficient. Nevertheless, forecasting in general remains an open problem, and much research efforts are being
devoted in several direction.

**Long-term forecasting** Longer-term forecasts are required in certain scenarios. It is not only difficult as temporal dependencies become even more complex in long-range time series, but also expensive as time and space complexity grows along with the length of data. It is an active topic to search architectures with higher efficiency in encoding long sequences, especially those able to capture diverse patterns in multiple resolutions.

**Interpretable forecasting** Although current neural forecasting models are able to improve predictive accuracy by a significant margin, it is not easy to interpret the predictions, and hence not easy to analyze the underlying factors or failure cases in produced forecasts. A popular solution in this regard is to incorporate time series decomposition into neural nets by learning individual components before they are combined.

**Few-shot forecasting** While time series data is abundant, data of certain domains or entities may be insufficient for neural nets to learn. Besides domain adaptation techniques that have been introduced to alleviate the data scarcity issue, other few-shot learning and meta-learning methods can be tailored to increase versatility of models by transferring learned knowledge across related tasks.
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