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Q: All tokens are generated with the same effort 

No matter what the task is!  

• A simple string copy 

• Arithmetic addition 

• Question answering 

• Translation  

• Summary 

• Or any other 

 

No matter what the tokens are, 
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Every token requires the same effort! 

Generated by ChatGPT 



A lot of Efforts to Make the Model Efficient 
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Prompt: Let’s think step by step 
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Transformer: Some Layers Can be Skipped Dynamically 
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If we can skip one layer,  
we can skip another one!  



Layer-skipping: # of Layers needed 
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Layer-skipping patterns  (Llama-3-8B-Instruct) for a language task (left) and a math task (right).  
The light-to-dark blue gradient represents layer usage from 16 to 32. 



FlexiDepth: Router 
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FlexiDepth: Adaptor  
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Adaptor is not needed if the model is  
fully retrained.  



Loss Function 
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# of layers kept 

total loss: 



Filling K-V Cache 
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Average # of Layers for Text Operations 
Randomly sample 100 paragraphs from the XSum test set (Narayan et 
al., 2018), which is a collection of news articles. We evaluated 
FlexiDepth on three subtasks for each paragraph 

 

 

 

 

The number of layers used per token:  

• Copy:   22.0 layers (variance 6.05) 

• Summarization:   28.7 layers (variance 18.3) 

• Continuation:   30.3 layers (variance 12.6) 
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Please copy this paragraph 
Please summarize this paragraph into a single sentence 
Please continue writing this paragraph 



Average # of Layers for Math Calculation 

Generate a list of 5–10 integers between 10 and 99. Three subtasks: 

 

 

 

 

 

The number of layers used per token:  

• Copy:   20.1 layers (variance 8.08) 

• Addition:   22.5 layers (variance 14.7) 

• Multiplication:  23.9 layers (variance 21.6) 
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Please repeat the following list for 5 times: [...] 
Please calculate the sum of numbers in the following list: [...] 
Please calculate the product of numbers in the following list: [...] 



Method Comparison 
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Llama-3-8B-Instruct, which consists of 32 layers. 



Underutilized Computation: Skipping Layers 
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Skipping is not synchronized 
during token generation 



Another Perspective: Direct Multiple Token Decoding 

recently submitted 

Can those skipped layers be used 
to compute future tokens?  

Goal:  Does not require verification, 
           unlike speculative decoding. 



Results on Qwen3-4B 

• Achieved by fine-tuning Qwen3-4B with 1.5B tokens 
• Utilized the last 8 of the 36 layers for predicting the second and subsequent 

tokens 
• Up to 2x speedup for MTD4 (likely more speedup if fully retrained) 



Links 

• Project Website/Model/Code/Data 

 

• We seek collaboration with additional 
compute and training data to extend 
these ideas, including MoE.  

 

• Thanks! 


