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Outline 

Foundation Model / LLMs 

• Transformer-based Time Series Forecasting 

 

Multimodality 

• Transfer Learning: Change Modality  

• More Modalities: Multimodal Language Models 

• Material Science: Structure Generation 
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The Success of Large Language Models (LLMs) 

The success has been extended to computer vision, time series, multimodal data, etc. 

and now scientific discovery! 
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Generative Language Models 

Given a context (prompt) C, what you are going to say? 

 

Basically, given the context, generate the first word, then given the context and the  
first word, generate the next word, and iterate. That’s it!         

      

         P(wt  | Context, w1, w2, w3, … wt-1) 
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C w1 w2 w3 … 

Sc S1 S2 S3 



Transformer: The Foundation Model Behind LLMs 
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from The Illustrated GPT-2 by Jay Alammar 



Transformer: Attention is All You Need 

Vaswani et cl., Transformer: Attention is All You Need (2017)  

small scope 

large scope 

How to get a financial statement from your bank? 
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https://www.creditkarma.com/money/i/how-to-get-a-bank-statement


Transformer Layer 

Self Attention 

Feed Forward Neural Network 

One layer 

xn 

token embedding 

x1 x2 x3 xn … 

x'n 
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A Lot of Questions Remain 

Self Attention 

Feed Forward Neural Network 

One layer 

xn 

token embedding 

x'n 

1. What are these layers really doing? 
2. How important are these layers? 
3. Are they really needed? 
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The Transformer is one of the first models in 
the history of artificial intelligence that has 
achieved remarkable success despite our 
limited understanding of its inner workings. 



Classical View: Attention 
The animal didn’t cross the street because it was too tired. 
The animal didn’t cross the street because it was too busy. 
 

https://jalammar.github.io/illustrated-transformer/ 
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Layer1 

Layer2 

Layer3 

Layern-1 

Layern 

… 

GPT decoder only model  



My Immature View 

w1 w2 w3 wl wl-1 … wl+1 

parameter fetching 

function calling 

f(x+z) 

x 

x+z Layer1 

Layer2 

Layer3 

Layern-1 

Layern 

… 



# of Layers needed 
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Layer-skipping patterns of FlexiDepth (Llama-3-8B-Instruct) for language (left) and math (right) tasks.  
The light-to-dark blue gradient represents layer usage from 16 to 32. 

Xuan et al.,  Adaptive Layer-skipping in Pre-trained LLMs, 2025 



Method Comparison 
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Llama-3-8B-Instruct, which consists of 32 layers. 



Time Series Analysis Is Always Challenging 

Regularity and irregularity are mixed 
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period 
oscillation 

pattern change 

anomaly 



Multivariate Time Series 

source: H. Fawaz et al. 
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The Power of Transformer (LLMs) 

• We had zero experience in time series research (in 2018) and were 
given a project by one of the largest telecommunication companies on 
work load prediction. 

 

• “Enhancing the Locality and Breaking the Memory Bottleneck of 
Transformer on Time Series Forecasting,” by S. Li, X. Jin, Y. Xuan, X. 
Zhou, W. Chen, Y.-X. Wang, X. Yan, NeurIPS 2019  -- the first 
Transformer-based time series forecasting approach.  

 

• Today Transformer has become the de facto standard for time series 
analysis. 
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Autoregression 

It evolves to autoregressive integrated moving average (ARIMA) model 
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Tried Many Models on Time Series 

State Space Model 

Temporal Convolutional Networks 

From: Bai et al. 2018 
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LSTM 
(DeepAR) 



Why Not Directly Try Transformer: Our First Try 
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Check the follow-up of all the previous data points that share the same value 



Our Intuition:  It Is All About Patterns 

Use convolution to summarize local 

patterns in order to produce 

queries and keys. 

K 

Q 

window 
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attend 



Experimental Results 
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Multiple Time Series 

A Time Series is Worth 64 Words: Long-term Forecasting with Transformers, 2022, Yuqi Nie, et al., 2022 
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PatchTST  Model Overview 

https://arxiv.org/search/cs?searchtype=author&query=Nie,+Y
https://arxiv.org/search/cs?searchtype=author&query=Nie,+Y
https://arxiv.org/search/cs?searchtype=author&query=Nie,+Y


Recap 1: Try Transformer First 

Transformer 
Prediction, 
Generation, 
Etc. 

projection 
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 Let’s draw the architecture in another way 



ViT: Vision Transformer 

Alexey Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale 2020 
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Change Modality: Transfer Learning 
 

Irregularly Sampled Time Series: Medical Domain 
 
Low Data Issue 
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Transfer Learning: Time Series -> Image 
 

Fine tuning an existing Vision Transformer  
that is trained on billions of images 

Step 1 

Step 2 

Step 3 

Step 4 
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Time Series as Images: Vision Transformer for Irregularly Sampled Time Series, by Z. Li, S. Li, X. Yan, NeurIPS'23  



Results 

• Comparison with the baseline methods on irregularly sampled time series classification task. 
• Bold indicates the best performer, while underline represents the second best. 
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Where is Attention Located? 
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More Modalities: Text Data 

Comstock Resources Inc. (CRK) 

Stock Price of CRK following the publication 
 of the 2015 Annual Report the 2015 Annual Report 

news, time series, er report, time series, … 
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Cross-Attention 

Self Attention 

Feed Forward Neural Network 

x 

text token 

x' 

Self Attention 

Feed Forward Neural Network 

t 

time series  token 

t' 

cross-attention 

interleaved 
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Results 
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Simulated Investment Performance 

•Annualized portfolio statistics of simulated investment performance, 
expressed in percentage units. "Net" performance includes an estimate 
of the impact of transaction costs 
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Recap 2: Multimodal LLM Can Help 

Self Attention 

Feed Forward Neural Network 

x 

text token 

x' 

Self Attention 

Feed Forward Neural Network 

t 

time series  token 

t' 

cross-attention 

interleaved 
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Accelerate Scientific Discovery (in Materials Science) 

Level 0: No AI-enhanced discovery  

Level 1: Knowledge retrieval 

Level 2: Materials -> Property 

Level 3: Property -> Materials 

Level 4: Insight Generation 

Level 5: Level 4 -> Level 3 -> … -> Experiments -> Level 4 
(loop) 

33 



Level 1: Knowledge Retrieval 

Yuan Chiang, et al., LLAMP: LARGE LANGUAGE MODEL MADE POWERFUL FOR HIGH-FIDELITY MATERIALS KNOWLEDGE RETRIEVAL AND DISTILLATION, 2024 
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What is the stiffest material with the lowest formation energy in Si-O system? 

Challenge:  
Aggregation Query: 
How many papers are related to Si2O5? 
How many times was Si2O5 mentioned? 



Level 2: Materials -> Property 

what is its TC_Supercon? 

Kamal Choudhary, AtomGPT: Atomistic Generative Pre-trained Transformer for Forward and Inverse Materials Design, 2024 



Level 3: Property -> Materials 

Kamal Choudhary, AtomGPT: Atomistic Generative Pre-trained Transformer for Forward and Inverse Materials Design, 2024 
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Level 2/3: From A Language Agent Perspective 

ScienceAgentBench: Toward Rigorous Assessment of Language Agents for Data-Driven Scientific Discovery, by Ziru Chen  et al. 2025 
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Level 4: Insight Generation 

Gruver et al. FINE-TUNED LANGUAGE MODELS GENERATE STABLE INORGANIC MATERIALS AS TEXT, 2024 
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and certainly more, idea generation, hypothesis generation 



Level 4: Agentic AI:  Google Co-Scientist 

Juraj Gottweis et al., Towards an AI co-scientist, 2025 
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Crystal Structures and Energy Prediction 

Periodic materials are characterized by a unit cell 
that repeats infinitely in all three dimensions. Each 
unit cell is specified by its side lengths (l1, l2, l3) and 
angles (θ1, θ2, θ3). Within this lattice structure, 
there are N atoms, each identified by an element 
symbol, ei, and a set of 3D coordinates (xi, yi, zi). 
The structure of a bulk material C can be 
represented by: 
 
C = (l1, l2, l3, θ1, θ2, θ3, e1, x1, y1, z1, ..., eN, xN, yN, zN). 

Gruver et al. FINE-TUNED LANGUAGE MODELS GENERATE STABLE INORGANIC MATERIALS AS TEXT, 2024 



• CrystalLLM(Gruver et al., 2024) is fine tuned on LLaMA2 
(Touvron et al., 2023) whose scientific knowledge may be 
insufficient for fully understanding material generation 
principles.  

 

• Can we explore continual pre-training of LLaMA2 using all 
the scientific articles we crawled and improve the model’s 
performance on stable material generation task? 

What is the Next? Leverage Prior Knowledge 
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Leverage Prior Knowledge 

• We continuously pretrained 
the LLaMA2-7B model on 
our collected interleaved 
article text and figure 
images, using data within 
materials science as well as 
other eight related subjects 
in the same Physical Science 
category. 
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The top 20 out of 72 science subjects with the 
most articles in our dataset MMSCI. The corresponding 
numbers of papers and figures (in brackets) are shown. 



Continual Pretraining 
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We continuously pretrained the LLaMA2-7B model on our collected interleaved 
article text and figure images, using data within materials science as well as other eight 
related subjects in the same Physical Science category. 



LlaVa Architecture 

Haotian Liu, Chunyuan Li, Qingyang Wu, Yong Jae Lee, Visual Instruction Tuning, 2023 
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Results 
Prior knowledge helps to improve the validity  
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Recap 3: Add More Knowledge 
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Challenges 

© Eugene Brennan 

Given Newton's laws and a foundation in 
high school mathematics, one might expect 
a model to learn how to solve typical high 
school physics problems. Large language 
models are capable of doing so, provided 
they are trained on sufficiently large and 
relevant datasets. 
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• Scientific research is all about novelty  

• Scientific articles are not as abundant as web data  

• Basically it is one-shot or a few shot learning problem  

Challenges (cont.) 
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This poses a challenge for using LLMs in scientific discovery, 
as the scientific literature typically lacks repeated, detailed 

coverage of the same findings. 



Challenges (cont.) 

Granularity of information and their representation 
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Sustainable polyesters via direct functionalization of lignocellulosic sugars, by Lorenz P. 
Manker et al. Nature Chemistry, 2022 

X-ray Compton free electron laser based on optical pump pulse multiple 
backscattering, Lev A. Yurovskiy, Naum S. Ginzburg,  Phys. Plasmas (2025) 



Challenges (cont.) 

Link all these pieces together with math equations,  it is 
way harder than text parsing.  
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Challenges (cont.) 

Hallucination, good or bad? 

51 



Acknowledgment 

 
CNSI: Christopher Dunham, Tal Margalith, Javier Read de 
Alaniz   
 
UCSB Ph.D. students: Shiyang Li,  Zekun Li, Weizhi Wang, 
Ross Koval, Xuan Luo 
 
LANL:  Zhehui (Jeph) Wang 

52 


