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Google Duplex: A Task-Driven Bot

https://www.youtube.com/watch?time_continue=5&v=qB9sYGZJdbs
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When a bot meets ... another bot ...
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Incorporated Dialogue Systems

Chen	and	Gao,	“Open-Domain	Neural	Dialogue	Systems”,	IJCNLP	2017
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A Chit-Chat Bot
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Why chit-chat bot? What’s the meaning of it?
entertainment value

scientific usage

new interaction design

decrease human workload important part of task bot



ELIZA (1966): Psychological Therapist
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Weizenbaum,	“ELIZA	– A	computer	program	for	the	study	of	natural	language	communication	between	man	and	machine”,	Communications	of	ACM	1966
http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm



Two Branches of Dialogue Systems

• Challenges for Chit-Chat Bots:
• understand what you ask

• generate coherent and meaningful responses
• domain knowledge, discourse knowledge, world knowledge

• responses should be consistent and interactive

today’s topic

Chen	and	Gao,	“Open-Domain	Neural	Dialogue	Systems”,	IJCNLP	2017
Li,	“Deep	Learning	in	Open	Domain	Dialogue	Generation”,	Stanford	University	2017
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task-driven dialogue system data-driven dialogue system



Outline

• PART I. Open-Domain Dialogue Systems

• PART II. Open-Domain Dialogue Evaluations
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Open-Domain Dialogue Systems
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Problem Formalization
(Generative Model)

§ Single-Turn Dialogue
§ (message, response) – (𝑚, 𝑟)

§ Multi-Turn Dialogue
§ (context, message, response) – (𝑐,𝑚, 𝑟)

§ Goal of Generative Dialogue Model
§ to generate entirely new sentences that are unseen in the training set

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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Sequence-To-Sequence Model (seq2seq)

• Vanilla Sequence-To-Sequence Model

• How about multi-turn situation? (context, message, response)
• wrap (context, message) into a function and transform to a new sequence?

message response

single-turn situation
𝒇(𝒄𝒐𝒏𝒕𝒆𝒙𝒕,𝒎𝒆𝒔𝒔𝒂𝒈𝒆) response

multi-turn situation

Sutskever et	al.,	“Sequence	to	Sequence	Learning	with	Neural	Networks”,	NIPS	2014
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The Blandness Problem (Response Diversity)

• Not active or engaging at all!

• Maybe we should pay attention to:
• how to capture dialogue topics
• how to  make it human-like

“Open-Domain	Neural	Dialogue	Systems”,	IJCNLP	2017
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How to Capture Dialogue Topics

• In fact, there are early works on dialogue topic capturing using deep 
learning, even before SEQ2SEQ.
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Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015



Context-Sensitive Generation
• Motivation: 

• explicitly consider and model dialogue context

• Methods: extends the Recurrent Language Model (RLM)
• given sentence 𝑠 = 𝑠4, … , 𝑠6, to estimate:

• Dialogue Generation before SEQ2SEQ
• complex systems generate candidate responses

• use features to re-rank candidate responses
• RLM provides a feature for a candidate response

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
Mikolov et	al.,	“Recurrent	Neural	Network	Based	Language	Model”,	INTERSPEECH	2010
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probability of a natural language sentence 𝒔
What?? No sequence generated? How does this work?

𝑝(𝑠894|𝑠4, … , 𝑠8)
𝑝(𝑠89;|𝑠4, … , 𝑠894)

(𝒔) how are you ?



Context-Sensitive Models: RLMT
• Tripled Language Model (RLMT) - Baseline

• concatenate the triple (context, message, response): 𝑠 = [𝑐;𝑚; 𝑟]

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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𝑹𝑳𝑴 	𝒔 = ok good luck !
𝑹𝑳𝑴𝑻 	𝒔 = because of your game ? yeah i ’m on my way now . ok good luck !

context too long
computation cost



Context-Sensitive Models: DCGM-I
• Dynamic-Context Generative Models I (DCGM-I)

• model word occurrences in context

• 𝑏EF ∈ ℝI: bag-of-words representation

• 𝑘K: context-message encoding

• adding context vector as additional bias to RLM:

additional bias

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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do not distinguish between 𝒄 and 𝒎
𝒎 and 𝒓 have stronger dependency

Multi Layer Perceptron



Context-Sensitive Models: DCGM-II
• Dynamic-Context Generative Models II (DCGM-II)

• model word occurrences, distinguish context and message

• 𝑏E, 𝑏F ∈ ℝI: bag-of-words representation

• 𝑘K: context-message encoding

• adding context vector as additional bias to RLM

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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Multi Layer Perceptron

additional bias



Dataset & Evaluation Settings

• Dataset: selected 4,232 Twitter (𝑐,𝑚, 𝑟) triplets, 2,118/2,114 for train/test

• Automatic Evaluations
• BLEU

• METEOR

• Multi-Reference Extraction
• Why? The set of reasonable responses is vast and diverse.

• How? Use Information Retrieval method to select more candidate response.

• Retain high-quality candidates by human evaluation.

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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Experiment Results (Automatic Evaluation)

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015

19



Experiment Results (Human Evaluation)

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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Sample Responses from the System
(𝒄𝒐𝒏𝒕𝒆𝒙𝒕) no one can help this time its just i need a support system
(𝒎𝒆𝒔𝒔𝒂𝒈𝒆) well i m here to support you. whenever you need me.
(𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆) thank you, i appreciate it thank you

(𝒄𝒐𝒏𝒕𝒆𝒙𝒕) nothin much, and how’s the book?! 
(𝒎𝒆𝒔𝒔𝒂𝒈𝒆) its good but i’m only like halfway through cuz i don’t feel like reading. i’m so bored ...
(𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆) that’s good! i have the book but i’m bored too.

(𝒄𝒐𝒏𝒕𝒆𝒙𝒕) thanks, your way better though
(𝒎𝒆𝒔𝒔𝒂𝒈𝒆) i’m just good at expressing it that’s but trust me you are freakin amazing and waay better
(𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆) i know, i don’t trust you, i love you too! thank you

(𝒄𝒐𝒏𝒕𝒆𝒙𝒕) today i will walk for miles. clear sky clear mind.
(𝒎𝒆𝒔𝒔𝒂𝒈𝒆) love walking. it’s too hot to walk this month. i haven’t moved. frozen. heat freeze.
(𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆) it’s too hot for you to get up to honey if you have frozen yogurt to you.

Though reasonably plausible in the context, responses are still generic or commonplace.

Sordoni et	al.,	“A	Neural	Network	Approach	to	Context-Sensitive	Generation	of	Conversational	Responses”,	ACL	2015
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How to Make Dialogue Human-Like

• Several Factors:
• Ease of Answering?
• Information Flow? (contribute new information)

• Semantic Coherence?

• ...

• We now use SEQ2SEQ to generate the dialogue responses.

• What if there’s a human-like model to help discriminate all the dialogues?

22

Li	et	al.,	“Deep	Reinforcement	Learning	for	Dialogue	Generation”,	EMNLP	2016

generator discriminator

Generative Adversarial Nets (GAN)



Design a GAN for dialogue generation
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• Our Motivation: 
• Produce sequences that are indistinguishable from human-generated dialogue 

utterances.

• Problem Formalization
• given dialogue history 𝑥: a sequence of dialogue utterances
• to generate response 𝑦 = {𝑦4, 𝑦;, … , 𝑦6}

• What we have:
• Generator: SEQ2SEQ
• Discriminator: a binary classifier 𝑄9({𝑥, 𝑦})

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017



Training a generator: maximize the likelihood
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𝑝(“𝐼U𝑚”|𝑣, ”𝑒𝑜𝑠”)

𝑝(“𝑓𝑖𝑛𝑒”|𝑣, ”𝑒𝑜𝑠”, ”𝐼U𝑚”)

𝑝(“. ”|𝑣, ”𝑒𝑜𝑠”, ”𝐼U𝑚”, ”𝑓𝑖𝑛𝑒”)

𝑝(“𝐸𝑂𝑆”|𝑣, ”𝑒𝑜𝑠”, ”𝐼U𝑚”, ”𝑓𝑖𝑛𝑒”, ”. ”)

𝑣

objective function
(𝒙) how are you ?
(𝒚) I’m fine . EOS

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017



Training a generator: maximize the rewards
• How to use discriminator signal 𝑄9({𝑥, 𝑦})
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𝑄9({𝑥, 𝑦})

𝑄9({𝑥, 𝑦})
𝑄9({𝑥, 𝑦})

𝑄9({𝑥, 𝑦})

𝑣

𝑄9({“ℎ𝑜𝑤	𝑎𝑟𝑒	𝑦𝑜𝑢	? ”, ”𝐼U𝑚	𝑓𝑖𝑛𝑒	. 𝐸𝑂𝑆”})

reward

only one reward for one sequence
assign the same reward for all tokens

(𝒙) what ‘s your name
(𝒚) i am john
(𝒎𝒐𝒅𝒆𝒍) i don ‘t know

Adversarial REINFORCE Algorithm

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017



Reward for Every Generation Step (REGS)
• The Idea (Monte Carlo Search)

• estimate the quality of current token by 
rolling out complete sentence 𝑁 times
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(𝒙) what ‘s your name
(𝒚) i am john
(𝒎𝒐𝒅𝒆𝒍) i don ‘t know

i am jack
i am john
i am joe

i don ‘t know
i am leaving
i am exhausted

(𝒙) what ‘s your name
(𝒚) i am john
(𝒎𝒐𝒅𝒆𝒍) i don ‘t know

i don ’t understand
i don ‘t want to answer
i don ‘t have a name

0.9
1
0.9

0
0.1
0.1

0.5
0.8
0.7

0.5
𝑣

0.7 0.4 0.3

REGS Monte Carlo

average:0.5

average:0.6

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017



Designing a discriminator

sentence level

word level

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017
Serban et	al.,	“Building	end-to-end	dialogue	systems	using	generative	hierarchical	neural	network	models”,	AAAI	2016

Li	et	al.,	“A	hierarchical	neural	autoencoder for	paragraphs	and	documents”,	ACL	2015
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• What we want the discriminator to be:
• binary classifier: 𝑄9({𝑥, 𝑦})
• context aware: consider history 𝑥 and response 𝑦

dialogue 
encoding



The Adversarial Training Algorithm

Add Teacher Forcing phase to stabilize the training.

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017
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• Dataset: OpenSubtitles (22.27M 
sentence fragments)

• Pre-Train: Generator and 
Discriminator

• Negative Samples for Discriminator
• beam search with mutual information 

reranking (Li et al., 2016)

• sampling

• Other Tricks



Sample Responses & Human Evaluations
(𝒔𝒐𝒖𝒓𝒄𝒆) tell me ... how long have you had this falling sickness ?
(𝑴𝑳𝑬) i ‘m not a doctor.
(𝑺𝒂𝒎𝒑𝒍𝒆) well everything you did was totally untrue .
(𝑹𝑬𝑰𝑵𝑭𝑶𝑹𝑪𝑬) i don ’t know how long it ’s been .
(𝑹𝑬𝑮𝑺	𝑴𝒐𝒏𝒕𝒆	𝑪𝒂𝒓𝒍𝒐) A few months, I guess .

(𝒔𝒐𝒖𝒓𝒄𝒆) so i had the doctors test sammy ’s response to conditioning .
(𝑴𝑳𝑬) sammy wrote the test sammy wrote the test .
(𝑺𝒂𝒎𝒑𝒍𝒆) objects pick objects up objects objects objects objects objects
(𝑹𝑬𝑰𝑵𝑭𝑶𝑹𝑪𝑬) i ’m not sure that ’s relevant .
(𝑹𝑬𝑮𝑺	𝑴𝒐𝒏𝒕𝒆	𝑪𝒂𝒓𝒍𝒐) so he took the pills .

(𝒔𝒐𝒖𝒓𝒄𝒆) the man who does that is not afraid to die .
(𝑴𝑳𝑬) he ’s not afraid of the dark .
(𝑺𝒂𝒎𝒑𝒍𝒆) even the program is the only truth
(𝑹𝑬𝑰𝑵𝑭𝑶𝑹𝑪𝑬) he ’s also not afraid of me .
(𝑹𝑬𝑮𝑺	𝑴𝒐𝒏𝒕𝒆	𝑪𝒂𝒓𝒍𝒐) he ’s such a brave man !

Li	et	al.,	“Adversarial	Learning	for	Neural	Dialogue	Generation”,	EMNLP	2017
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Open-Domain Dialogue Evaluations

30



The Problems of Dialogue Evaluations

• NLP tasks have their own automatic evaluation metrics:
• Machine Translation: BLEU, METEOR
• Summarization: ROUGE

• Open-Domain Dialogue Generation: ???

• Challenges in dialogue evaluation:
• diversity of valid responses

• Then how to evaluate a dialogue?
• ... except for human evaluation responses do not share any words

biased and correlate with human 
poorly on dialogue evaluation

Liu	et	al.,	“How	NOT	To	Evaluate	Your	Dialogue	System:	An	Empirical	Study	of	Unsupervised	Evaluation	Metrics	for	Dialogue	Response	Generation”,	EMNLP	2016
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Word Overlap-Based Metrics
• BLEU (Papineni et al., 2002)

• METEOR (Banerjee and Lavie, 2005)

• ROUGE-L (Lin, 2004): Longest Common Subsequence
• n-gram f-measure

Liu	et	al.,	“How	NOT	To	Evaluate	Your	Dialogue	System:	An	Empirical	Study	of	Unsupervised	Evaluation	Metrics	for	Dialogue	Response	Generation”,	EMNLP	2016
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unigram 5/6 trigram 2/4

i am attending a class

i am listening to a lecture

unigram alignment based 
on different rules

It is a nice day today

Today is a nice day



Embedding-Based Metrics
• Greedy Matching (word-level cosine similarity)

• Embedding Average (sentence-level cosine similarity)

• Vector Extrema (Forgues et al., 2014) (sentence-level)

Liu	et	al.,	“How	NOT	To	Evaluate	Your	Dialogue	System:	An	Empirical	Study	of	Unsupervised	Evaluation	Metrics	for	Dialogue	Response	Generation”,	EMNLP	2016
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i found homework hard

i have difficulties finishing my homework

i found homework hard

i have difficulties finishing my homework

i found homework hard

i have difficulties finishing my homework



Evaluations on Dialogue Models

Liu	et	al.,	“How	NOT	To	Evaluate	Your	Dialogue	System:	An	Empirical	Study	of	Unsupervised	Evaluation	Metrics	for	Dialogue	Response	Generation”,	EMNLP	2016
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Evaluations on Dialogue Models

Liu	et	al.,	“How	NOT	To	Evaluate	Your	Dialogue	System:	An	Empirical	Study	of	Unsupervised	Evaluation	Metrics	for	Dialogue	Response	Generation”,	EMNLP	2016
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What’s wrong with the evaluation metrics? 
(on Open-Domain Dialogue)

• Automatic Metrics:
• correlate very weakly with human judgement
• incapable of considering the semantic similarity between responses

• Human Evaluations:
• too expensive
• time-consuming for 

every model specification

Lowe	et	al.,	”Towards	an	Automatic	Turing	Test:	Learning	to	Evaluate	Dialogue	Responses”,	ACL	2017
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Learning to Evaluate Dialogue Responses
• Motivations: 

• train an automatic dialogue evaluation model (ADEM) to predict human 
scores and can:
• capture semantic similarity beyond word overlap statistics

• exploit both the context and reference responses

Lowe	et	al.,	”Towards	an	Automatic	Turing	Test:	Learning	to	Evaluate	Dialogue	Responses”,	ACL	2017
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Automatic Dialogue Evaluation Model (ADEM)

• 𝑀,𝑁 ∈ ℝt: linear projection (without activation)

Lowe	et	al.,	”Towards	an	Automatic	Turing	Test:	Learning	to	Evaluate	Dialogue	Responses”,	ACL	2017
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Utterance-Level Correlations

Lowe	et	al.,	”Towards	an	Automatic	Turing	Test:	Learning	to	Evaluate	Dialogue	Responses”,	ACL	2017
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Utterance-Level Correlations

Lowe	et	al.,	”Towards	an	Automatic	Turing	Test:	Learning	to	Evaluate	Dialogue	Responses”,	ACL	2017
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Summary
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Summary

• Dialogue systems remain a challenging topic
• diversity problem 
• context aware generation

• higher level human-like generation

• Open-domain dialogue evaluation remains an open problem
• extended reference

• adversarial evaluation
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