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What is Visual Recognition?
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What is Visual Recognition?

Object detection
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What is Visual Recognition?

Object segmentation
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Pushing the Limits of Visual Recognition

Reasoning about Language!

a cat is chasing a
young deer on
the grass




Vision & Language — Visual Captioning

Vision Language A grou_p of people
Deep CNN Generating shopplng at an
RNN outdoor market.
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vegetables at the
fruit stand.

Vinyals et al. 2015



Vision & Language — Visual QA

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?
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Is this person expecting company? Does it appear to be rainy? Agrawa| et al. 2015
What is just under the tree? Does this person have 20/20 vision?




Vision & Language — Textual Grounding

The two girls in hats in the middle

Rohrbach et al. 2016



Vision & Language — Text to Image

This bird has a yellow This bird is white ~ This flower has
belly and tarsus, grey ~with some black on overlapping pink

back, wings, and its head and wings, pointed petals
brown throat, nape and has a long surrounding a ring of

with a black face orange beak short yellow filaments

Zhang et al. 2016



Vision & Language

» Vision-to-Language
Generation

Image Captioning

» Visual Captioning <

Video Captioning
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Image Captioning




Recall: Recurrent Neural Network

one to one one to many many to one many to many many to many
! Pt 1 ! Pt 1 Pt
! ! Pt 1 e ol

\ e.g. Image Captioning
image -> sequence of words



Image Captioning

Recurrent Neural Network

“straw” “hat”

Convolutional Neural Network
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Image Captioning: Example Results

A cat sitting on a A cat is sitting on a tree A dog is running in the A white teddy bear sitting in
suitcase on the floor branch grass with a frisbee the grass
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Two people walking on A tennis player in action Two giraffes standing in a A man riding a dirt bike on
the beach with surfboards on the court grassy field a dirt track



Image Captioning: Failure Cases

A bird is perched on
a tree branch
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A woman is hlig
cat in her hand

Amanina
baseball uniform
throwing a ball

A woman standing on a
beach holding a surfboard

A person holding a
computer mouse on a desk



Image Captioning with Attention

RNN focuses its attention at a different spatial location
when generating each word

[A___

' bird
flying
over

a
body
of
water
L. Input 2. Convolutional 3. RNN with attention 4. Word by
Image Feature Extraction over the image word
generationJ

14x14 Feature Map
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015




Image Captioning with Attention

CNN . —P | ho

Features:

Image: LxD
HxWx3

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015



Image Captioning with Attention

Distribution over
L locations
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015



Image Captioning with Attention
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with Attention
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015



Image Captioning with Attention
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015




Image Captioning with Attention
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015




Image Captioning with Attention
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Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015




Image Captioning with Attention
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bird flying over body water

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015



Image Captioning with Attention

A stop sign is on a road with a
mountain in the background.
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A little girl sitting on a bed with A group of Eeogle sitting on a boat A giraffe standing in a forest with
a teddy bear. in the water. trees in the background.

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015




Video Captioning




Video Captioning

Single-sentence
Generation

Paragraph
Generation

The person peeled the fruit.
The person put the fruit in the bowl.
The person sliced the orange.

The person put the pieces in the plate.
The person rinsed t%e plate in the sink.

Yu et al, “Video Paragraph Captioning Using Hierarchical Recurrent Neural Networks”, CVPR 2016



Sequence-to-sequence Model

<pad> <pad> <pad> <pad>
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A man IS talking
\ ' A Y l
Encoding stage Decoding stage time g

Venugopalan et al, “Sequence to Sequence — Video to Text”, ICCV 2015




Sequence-to-sequence Model

<BOS>

is talking
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Sequence-to-sequence Model
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Takeaway

> Vision & Language tasks require deeper understanding of
the images/videos
» Transfer Learning
»Visual Captioning
e CNN-RNN architecture
 Sequence-to-sequence models
e Attention Mechanism



Thank You !

Xin Wang
Xxwang@cs.ucsb.edu
http://www.cs.ucsb.edu/~xwang



mailto:xwang@cs.ucsb.edu
http://www.cs.ucsb.edu/~xwang

