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What is Visual Recognition?
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What is Visual Recognition?

deer
cat
trees
grass

Image tagging
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What is Visual Recognition?
Object detection

deer
cat
trees
grass
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What is Visual Recognition?
Object segmentation

deer
cat
trees
grass
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Pushing the Limits of Visual Recognition
Reasoning about Language!

a cat is chasing a 
young deer on 
the grass



Vision & Language – Visual Captioning

Vinyals et al. 2015
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Vision & Language – Visual QA

Agrawal et al. 2015
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Vision & Language – Textual Grounding
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Rohrbach et al. 2016

The two girls in hats in the middle



Vision & Language – Text to Image

Zhang et al. 2016
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Vision & Language

Vision-to-Language 
Generation

Visual Captioning
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Image Captioning

Video Captioning



Image Captioning
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Recall: Recurrent Neural Network
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Image Captioning
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Image Captioning: Example Results
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Image Captioning: Failure Cases
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Image Captioning with Attention

RNN focuses its attention at a different spatial location 
when generating each word

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with Attention
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Video Captioning
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Video Captioning
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Single-sentence 
Generation 

Paragraph 
Generation 

Yu et al, “Video Paragraph Captioning Using Hierarchical Recurrent Neural Networks”, CVPR 2016



Sequence-to-sequence Model
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Venugopalan et al, “Sequence to Sequence – Video to Text”, ICCV 2015



Sequence-to-sequence Model
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Sequence-to-sequence Model
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Takeaway
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Vision & Language tasks require deeper understanding of 
the images/videos

Transfer Learning
Visual Captioning

• CNN-RNN architecture 
• Sequence-to-sequence models
• Attention Mechanism
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Thank You !
Xin Wang

xwang@cs.ucsb.edu
http://www.cs.ucsb.edu/~xwang
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