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Abstract Conventional contrast enhancement methods are
application-oriented and they need transformation functions
and parameters which are specified manually. Furthermore,
most of them do not produce satisfactory enhancement
results for certain types of color images: dark, low-contrast,
bright, mostly dark, high-contrast, and mostly bright. Thus,
this paper proposes a decision tree-based contrast enhance-
ment algorithm to enhance the above described color im-
ages simultaneously. This method includes three steps: first,
statistical image features are extracted from the luminance
distribution. Second, a decision tree-based classification is
proposed to divide the input images into dark, low-contrast,
bright, mostly dark, high-contrast, and mostly bright catego-
ries. Finally, these image categories are handled by piecewise
linear based enhancement method. This novel enhancement
method is automatic and parameter-free. Our experiments
included different color and gray images. Experimental re-
sults show that the performance of the proposed enhancement
method is better than other available methods in skin detec-
tion, visual perception, and image subtraction measurements.
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1 Introduction

Contrast enhancement techniques are designed to adjust the
quality of an image for better human visual perception [1–3].
It is a very important preprocessing step for tasks in the image
processing, video processing, medical image processing, aer-
ial image processing, and computer vision. The enhancement
methods can be further classified into six groups [1–3]: (1)
spatial domain techniques [1–3], (2) frequency domain tech-
niques [1–3], (3) color image processing techniques [3–8],
(4) physics-based techniques [9], (5) fuzzy set techniques
[10], and (6) hybrid techniques. However, most of these tech-
niques are application-oriented. Furthermore, the above de-
scribed methods may have difficulty enhance multiple types
of color images simultaneously. Thus, we extend point pro-
cessing of the spatial domain techniques to color image pro-
cessing, and propose a decision-based contrast enhancement
algorithm to enhance various color images simultaneously.

Contrast enhancement algorithms based on the spatial
domain techniques can be divided into three main types:
global, local, and hybrid. Global enhancement methods
enhanced the image from the information (luminance and
saturation) of an entire image. Mlsna and Rodriguez [11] pro-
posed a histogram explosion method to enhance geoscience
and remote sensing color image. Duan and Qiu [12] divided
the luminance range [0, 255] into 256 intervals using a hier-
archical division procedure and used a control parameter to
control the mapping. Sun et al. [13] proposed a dynamic spe-
cific histogram algorithm to perform contrast enhancement
for a real-time system due to its simplicity. Local enhance-
ment methods enhanced the image for each pixel according
to the information (luminance, saturation, and Retinex) of its
own and its neighbor. Chatterji and Murthy [14] proposed
an adaptive contrast enhancement method for color images.
However, in their method, two parameters (e.g., enhancement
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function and region size) need to be determined. Meylan and
Süsstrunk [15] used a Retinex-based adaptive filter to en-
hance natural color images, and their results showed that
the color image with halo area could be enhanced. How-
ever, it needed to choose the appropriate filter size to
reduce halos images and to introduce global tone mapping
for extremely high dynamic range images. Munteanu and
Rosa [16] used GA algorithm to search the parameters of the
Multi-Scale Retinex model and 11 parameters (e.g., seven for
Retinex, four for GA) are needed to be set. Hybrid enhance-
ment methods combined both global and local approaches.
In these methods, an image is divided into non-overlay or
overly regions and each region is conquered by global meth-
ods. Pei et al. [8] used color contrast enhancement based on
saturation and adaptive histogram equalization (HE) based
on luminance for ancient Chinese paintings. However, their
method needed to determine a positive factor for controlling
the luminance level and the window size of the adaptive HE.
It is worth noting that global methods are simple and fast,
and can be applied by simple hardware and processed in a
real time system. Local methods yield better experimental
results, but are slower than global methods. Hybrid methods
have better experimental results, but are slower than global
methods. In this paper, our method is a global method which
is based on image content analysis, and it can achieve to be
simple and fast.

Furthermore, no single enhancement scheme gives satis-
factory results on six kinds of images such as images with
dark color (e.g., foreground and background are concentrated
and both are located at dark illumination), images with bright
color (e.g., foreground and background are concentrated and
both are located at bright illumination), images with low-
contrast (e.g., foreground and background are concentrated
and both are located at middle illumination), images with
major dark color and minor bright color, images with major
bright color and minor dark color, and images with high-con-
trast (e.g., foreground and background color are spread from
dark to bright illumination). Most current methods fail to
provide good and efficient enhancement results. Moreover,
the conventional enhancement methods require human assis-
tance in determining the enhancement transformation func-
tion and parameters. Therefore, the objective of this paper is
to propose a method that can process these six kinds of color
images simultaneously. Moreover, the proposed method can
automatically define the enhancement transformation func-
tion, and the parameters of the transformation function are
chosen automatically. In other words, it is parameter-free,
and it does not require the intervention by a human operator.
This enhancement method, moreover, can be applicable to
a variety of images, including face images, car images, bio
images, medical images, aerial images and space images.

Figure 1 illustrates the proposed system flow diagram.
A color image is initially transformed into the luminance

Color images

Color transformation (RGB -> YIQ)

Gaussian smoothing filter

Extraction of statistical features

Decision tree-based classification

Automatic and parameter free enhancement

Enhanced images

Color transformation (YIQ -> RGB)

Fig. 1 Flow diagram of the proposed system

spaces. Then, the luminance histogram is computed and a
Gaussian smoothing filter is employed to remove unreliable
peaks and valleys in the histogram. Next, the entire image
distribution is analyzed to extract statistical features, they are
used to classify input images as a tree structure, and the tree
leaf nodes include the six kinds of images. Furthermore, the
automatic and parameter-free piecewise linear enhancement
method is used to enhance the images. Finally, the backward
color transformation is applied to produce the enhancement
result.

The remainder of this paper is organized as follows.
Section 2 presents the preprocessing step. The decision tree-
based classification algorithm will be described in Sect. 3.
Section 4 explains the automatic and parameter free image
enhancement algorithm. Section 5 discusses the experimen-
tal results. Finally, Sect. 6 contains concluding remarks and
suggestions for future works.

2 Preprocessing

A robust image enhancement system must process both color
and gray-level images. Hence, to enhance color images,
transform to gray-level image is applied first. Then, an
enhancement module is applied. Moreover, to apply the
enhancement module to a wide range of applications, a clas-
sification module must be used to divide the color image into
several subclasses. Finally, these subclasses are conquered by
our proposal image enhancement algorithm. Herein, the pre-
processing for the decision tree classifier and enhancement
will be described first.

2.1 Color transformation

There are many color models [1,2,7,17]. In this paper, the
input color image with RGB color model is adopted. Next, the
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RGB color model is transformed to YIQ color model.To com-
pute the luminance for an input color image, first, luminance
Y (In the following, we use symbol L instead of symbol Y .)
is used. Then, the luminance histogram HL(x) is computed,
where the number of pixels with the various levels of bright-
ness from black to white is shown. The histogram represents
a probability distribution of the brightness levels. Finally,
to obtain reliable peaks and valleys, a Gaussian smoothing
filter is applied to smooth the original histogram, thus the
unreliable peaks and valleys are removed.

2.2 Gaussian smoothing filter

The Gaussian convolution of a luminance histogram HL(x)

depends upon both x and σg , namely, the Gaussian standard
deviation. The convolution function SH L(x, σg) is provided
by Eq. (1),

SH L(x, σg) = HL(x)∗g(x, σg)

=
∞∫

−∞
HL(u)g(x − u, σg)du

=
∞∫

−∞
HL(u)

1√
2πσg

e
− (x−u)2

2σ2
g du, (1)

where “*” denotes the convolution operator and g(x −u, σg)

is the Gaussian function. The degree of smoothing is con-
trolled by the standard deviation of the Gaussian function.
The larger the standard deviation σg is, the smoother the
function SH L(x, σg) is. Notably, in Tsai [18] the smoothing
parameter is predetermined. In Tsai and Lee [17], they pro-
posed the standard deviation which is decided automatically.
This method is briefly as follows.

Standard deviation σg is based upon the majority of the
widths within the luminance histogram. In a histogram
HL(x), if HL(x) < HL(x − 1) and HL(x) < HL(x + 1),
then luminance x is a valley. The highest point between two
successive valleys is a peak, which identifies a distribution.
Therefore, the widths between two successive valleys are
computed and thus, the maximum width, Wmax, among the
widths is determined. Next, the width histogram for all peaks
from 0 to Wmax is computed. After the highest point in the
width histogram is located, which is regarded as the standard
deviation σg of the widths, Eq. (1) is employed to convolute
the histogram HL(x) that provides smoothing histogram.

2.3 Selection of image color distribution

Here one condition is assumed that color distributions in
images are multi-Gaussian. Each color distribution can be
represented by one peak and two valleys in luminance do-
main. Thus, the color distribution is selected by following

algorithm. After the small peaks and valleys have been re-
moved, the average differences are employed as the first deri-
vation to determine the major peaks and valleys. The average
difference in point x is defined by

S′
H L(x) = 1

σg − 1

σg−1∑
i=1

SH L(x + i) − SH L(x − i)

2 × i
. (2)

A peak is defined as a positive to negative crossover in the first
derivation of the smoothed histogram. Furthermore, a valley
is defined as a negative to positive crossover. All peaks and
valleys from the first derivation of the smoothed histogram
are discovered. In cases where the peaks and valleys are too
close, they will be removed if the distance between a valley
and a peak is less than the standard deviation σg . The remain-
ing peaks are the candidates of the luminance distribution in
the image.

3 The decision tree-based classification

No single enhancement method can give satisfactory results
on a variety type of images. For example, low-contrast
image can be enhanced which produces pretty good result
by contrast stretching (CS) method. But for the other type
(dark, bright, mostly dark, high-contrast, and mostly bright)
images, the CS method cannot produce satisfactory enhance-
ment results. HE can enhance images with dark, low-contrast,
bright, and high-contrast illumination [1]. But this method
cannot enhance mostly dark and mostly bright images to
obtain satisfactory results. Also, the result of HE produced
annoying side effects [13]. Thus, a decision tree-based clas-
sification method is proposed to divide the input images
into the six kinds of images and to enhance them, respec-
tively.

3.1 Defining features

Based upon the luminance distribution, two statistical fea-
tures are defined and used to classify the input images as one
of the six kinds of images shown in Fig. 2. These two features
are defined as follows.

1. The luminance variance, σ , of the entire image distribu-
tion: This feature describes whether the luminance dis-
tribution of the entire image is wide or narrow. Herein,
the luminance variance, σ , represents the normalization
variance which the range is from 0 to 255.

2. The luminance mean, µ, of the entire image distribu-
tion: This feature is used to locate the center-of-gravity
position of the entire image distribution.
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Fig. 2 Diagram of the decision
tree-based classification to
classify the input images into
the six kinds of images

3.2 The decision tree

Figure 2 illustrates the diagram of the decision tree-based
classification, which displays six image cases. The decision
tree-based classification for the six kinds of images is shown
in Table 1. For example, Case A is the dark image, if the
luminance variance, σ , of the entire image is small and the
luminance mean, µ, of the entire image is located at dark
(small) illumination. Low-contrast image belongs to Case B
if the luminance variance, σ , of the entire image is small
and the luminance mean, µ, of the entire image is located at
median illumination. Finally, Case F is part of minor dark
and major bright image, if the luminance variance, σ , of the
entire image is large and the luminance mean, µ, of the entire
image is located at bright (large) illumination. The values of
the small and large for the luminance variance, and the small,
median, and large illuminations of the luminance mean will
be described as follows.

3.3 Training the measure for the decision tree

Herein, 1,640, 300, 80, 3,021, 34,903, and 349 images which
belong to case A, B, C, D, E , and F in the training set were
employed, respectively. The training procedures applied to
compute the ranges of the luminance variance, σ , are
described as follows. (1) Compute the luminance variance,
σ , for all training images. (2) Obtain the variance histogram
from all training images. (3) Employ the Gaussian smoothing
filter (Eq. 1) to smooth the variance histogram. (4) Achieve
the peaks by using Eq. (2). (5) Select the middle between the
first peak and second peak as the threshold value. Figure 3
illustrates the variance measure of the training procedure for
the first level of the decision tree. Herein, the small ranges

of the luminance variance were between 0 and 89. The large
ranges of the luminance variance were between 89 and 255.

The decision tree first divided the input images into two
image classes: small and large by the variance feature. To
decide which image belonged to dark, median, or bright illu-
mination, we divided the illumination into three parts such as
dark, median, and bright. The illumination range of the dark
part is from 0 to 85. The illumination between 86 and 175
belongs to the median part. The other belongs to the bright
part. If the luminance mean of the input is belonged to dark,
median, or bright parts, the input image will be set as the
dark, median, or bright image, respectively.

4 Automatic and parameter free enhancement

The proposed enhancement algorithm is based on piece-
wise linear transformation (PLT) [1,2,19]. The axiom of
piece-wise linear transformation and how to build transfor-
mation function and parameters automatically are described
as follows.

4.1 Piecewise linear transformation function

The PLT is characterized by 2k parameters for k − 1 line
segments. When the parameters are given, the transformation
line segments will be determined. That is, if given the start-
ing position of input luminance {xk , k = 0, 1, . . . , k} and the
starting position of output luminance {yk, k = 0, 1, . . . , k},
the k − 1 transform functions Tk−1(x) will be:

Tk−1(x) = (yk − yk−1)

(xk − xk−1)
· (x − xk−1) + yk−1. (3)

Table 1 The decision
tree-based classification for
the six kinds of images

Case σ µ Image classes Samples

A Small Small Dark 1,640

B Small Median Low-contrast 300

C Small Large Bright 80

D Large Small Mostly dark 3,021

E Large Median High-contrast 34,903

F Large Large Mostly bright 349
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Fig. 3 Variance measure for
the decision tree. a Four peaks
are obtained from the luminance
variance histogram. b Selecting
the middle (89) between the first
peak and the second peak as the
threshold value

Fig. 4 Piecewise linear transformation function (k = 3, k is the num-
ber of the input parameters)

For example, if k = 3, form the T0(x), T1(x), and T2(x)

transformation functions are shown in Fig. 4. Four input
parameters and four output parameters will be specified first
manually. To determine these parameters and line segments
are critical for the satisfactory result of the contrast enhance-
ment. In conventional applications, parameters and line
segments are manually chosen case by case. To solve this
problem, an automatic and parameter-free based contrast
enhancement algorithm (APFCE) is proposed in the follow-
ing.

4.2 Automatic and parameter-free based contrast
enhancement

The proposed APFCE used the image content to determine
the input and the output parameters. In Sect. 2, we have
described that the input image is processed by transform-
ing RGB into YIQ, getting the luminance histogram, smooth-
ing the histogram, and selecting the color distributions. Each
color distribution is selected by one peak and two valleys.
Figure 5 shows an example for these processes. The original
histogram is shown in Fig. 5a. Figure 5b is the smoothed his-
togram, which uses the Gaussian smoothing filter to
smoothen Fig. 5a. The selection of the luminance distribution
is depicted in Fig. 5c. There are five luminance distributions.
The range of each luminance distribution is represented by
one peak and its two valleys.

How is the number of line segments selected? The number
of the image luminance distribution is used to represent the
number of the line segments. If the number of the image lumi-
nance distribution is k, then the number of the line segment
is k +1. How is the input luminance parameter decided? The
location of the valley is used to represent the input luminance
parameter, and different images may have different distribu-
tion of valleys. For example, there are five line segments in
Fig. 5c. The input luminance parameters are 0, 56, 110, 151,
186, and 255. The location of these valleys and the parameters
depend on what kind of image. How are the output luminance
parameters determined? These parameters depend on what
kind of the image, too. The determining method of input and
output parameters are described in the following.

4.3 Decision tree-based image enhancement

From Table 1, images of Case A have two properties: (1) the
center of gravity is located at dark illumination. (2) The lumi-
nance variance, σ , of the entire image is small, and it implies
that the background and the foreground of the distribution is
concentrated or narrow. These kind images were belonged to
dark image. A transformation function is needed to transfer
the dark and concentrated luminance distribution from dark
spread to bright. The transformation function for Case A is
designed as follows: If this kind of image has i luminance
distributions {p1, p2, . . . , pi } (peak is represented by p,)
then the number of the line segment is i + 1. Each distribu-
tion is bounded by two valleys indicated as v. That is, the i
luminance distributions have {v0, v1, . . . , vi } valleys. These
valleys are used to be the input parameters {x0, x1, . . . , xi }
of the PLT function. The output parameters {y0, y1, . . . , yi }
of the PLT function is defined as follows:

y0 =
p1∑

x=s

Pr (x) · 255, (4)

yi = yi−1 +
vi∑

x=vi−1

Pr (x) · 255, (5)

yi = 255. (6)
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Fig. 5 An example for the
preprocessing. a Original
histogram. b Smoothed
histogram. c Selection of image
luminance distribution

Fig. 6 An example for Case A
(dark image). a Original
smoothed histogram. b The
input and output transformation.
c The enhanced histogram

Fig. 7 An example for Case B
(low-contrast image). a Original
smoothed histogram. b The
input and output transformation.
c The enhanced histogram

where Pr(x) is the probability of the luminance x . The
parameter s is the start luminance of the input image. For
human visual perception, the illumination value of black is
smaller than 64 [17]. We adopt Eq. (4) to shift the darkest illu-
mination to bright illumination. That is, the dark illumination
can see more clearly. For example, if this kind of image has
one luminance distribution {p1} which is represented by the
foreground and background is concentrated or narrow. The
valley is not easy to obtain. We adopt the Modified Triangle
threshold method [17] to obtain a valley, and it is set as the
threshold value T . That is, this kind of image has two line
segments. The one luminance distribution has three valleys
(e.g., v0 = s, v1 = T, v2 = e), where s and e are indicated
as the start and end luminance of the histogram, respectively.
These valleys are used to be the input parameters {x0, x1, x2}
of the PLT function.

Figure 6 gives an example for Case A with one concen-
trated foreground and background luminance distribution is
located at dark illumination. Three input parameters (e.g.,
luminance values: 0, 72, 255) are shown in Fig. 6a. The lumi-
nance value 72 is obtained from Modified Triangle threshold

method [17]. Figure 6b depicted the transformation in one-
dimension, and the luminance values of output parameters
are 26, 216, and 255. After enhancement, the image histo-
gram is depicted in Fig. 6c. This figure also includes three
output parameters (26, 216, and 255.)

Images of Case B have two properties. There are (1)
the center of gravity is located at middle illumination. (2)
The luminance variance, σ , of the entire image is small,
which implies that the background and the foreground of the
distribution is concentrated or narrow. These kind images
were belonged to low-contrast image. The transformation
function can transfer the low-contrast luminance distribu-
tion from median illumination to spread to dark luminance
and bright luminance. Case B transformation function is
designed as similar to Case A (by using Eqs. 4–6) except
the output parameter y0 = 0.

Figure 7 gives an example for Case B. This case has
low-contrast luminance distribution. Five input parameters
(luminance 76, 85, 104, 136, 149) are shown in Fig. 7a. The
luminance 76 and 136 are obtained by the Modified Triangle
threshold method [17]. The luminance 104 is obtained by
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Fig. 8 An example for Case C
(bright image). a Original
smoothed histogram. b The
input and output transformation.
c The enhanced histogram

Fig. 9 An example for Case D
(mostly dark image). a Original
smoothed histogram. b The
input and output transformation.
c The enhanced histogram

the minimum luminance value between the two peaks (lumi-
nance 97 and 112). Figure 7b depicted the input and out-
put transformation by one-dimension. After enhancement,
the image histogram is depicted in Fig. 7c. This figure also
includes five output parameters (luminance 0, 1, 93, 251, and
255).

There are two properties for images of Case C : such as
the large mean, µ and the small luminance variance, σ , and
it implies that the background and the foreground of the dis-
tribution is concentrated or narrow. These kind images were
belonged to bright luminance distribution. To transfer the
bright and concentrated luminance distribution from bright
illumination spread to dark illumination. In this case, if we
use the former formula to transform it, its results are too dark.
This condition is owing to human visual perception. The dif-
ferent between bright luminance to dark luminance is too
larger. That is, we introduce an offset parameter to resolve
this problem. The offset parameter sets as maximum lumi-
nance minus mean luminance (of f set = 255 − ut). Case
C transformation function is designed as similar to Case A
except the output parameters.

Figure 8 gives an example for Case C . Three input param-
eters (luminance 40, 215, and 255) are shown in Fig. 8a. The
luminance value 215 is the threshold value which is obtained
from Modified Triangle threshold method [17]. Figure 8b
depicted the input and output transformation in one-dimen-
sion. After enhancement, the image histogram is depicted
in Fig. 8c. This figure also includes three output parameters
(luminance 0, 48, and 255).

Images of Case D have two properties such as the small
mean, µ and the large luminance variance, σ , and it

implies that the background and the foreground of the dis-
tribution is spread or wide. These properties imply that most
of the luminance is located at dark illumination. The bright
illuminations are minor. To spread the major dark illumi-
nation to bright illumination, a transformation function for
Case D is defined as similar to Case A (by using Eqs.
4–6), but the preceding k − 1 valleys are obtained from the
minimum luminance value between two neighbor peaks. For
the kth valley, if the last peak is closed to luminance 255,
it will set as 255; otherwise, it will set as a threshold value,
which obtained from Modifies Triangle threshold method
[17].

Figure 9 gives an example for Case D. Four input param-
eters (luminance 0, 59, 238, 255) are shown in Fig. 9a. The
luminance values 59 and 238 are obtained from the
minimum luminance value between two neighbor peaks.
Figure 9b depicted the input and output transformation in
one-dimension. After enhancement, the image histogram is
depicted in Fig. 9c. This figure also has four output parame-
ters (luminance 47, 189, 241, and 255.)

Images of Case E have two properties such as the median
mean, σ and the large luminance variance, σ , and it implies
that the background and the foreground of the distribution
is spread or wide. These properties imply these kind images
have high-contrast luminance distribution. In this case, the
enhancement will be triggered by using Eqs. (4)–(6).

Figure 10 gives an example for Case E . Eight input param-
eters (luminance 1, 54, 99, 116, 145, 175, 240, 254) are shown
in Fig. 10a. Figure 10b depicted the input and output trans-
formation in one-dimension. After enhancement, the image
histogram is depicted in Fig. 10c. This figure also includes
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Fig. 10 An example for Case
E (high-contrast image).
a Original smoothed histogram.
b The input and output
transformation. c The enhanced
histogram

Fig. 11 An example for Case F
(mostly bright image).
a Original smoothed histogram.
b The input and output
transformation. c The enhanced
histogram

Table 2 Summarize the examples for the decision tree-based image enhancement method

Case σ µ Input parameters Output parameters Results

A 56.49 26.23 0, 72, 255 26, 216, 255 Fig. 12

B 28.90 108.76 76, 85, 104, 136, 149 0, 1, 93, 251, 255 Fig. 13

C 55.27 229.38 40, 215, 255 0, 48, 255 Fig. 14

D 177.24 52.56 0, 59, 238, 255 47, 189, 241, 255 Fig. 15

E 203.24 133.76 1, 54, 99, 116, 145, 175, 240, 254 0, 56, 101, 118, 144, 163, 226, 251 Fig. 16

F 101.43 196.29 0, 146, 229, 255 0, 27, 212, 250 Fig. 17

eight output parameters (luminance 0, 56, 101, 118, 144, 163,
226, 251).

Images of Case F have two properties: (1) the center of
gravity is located at bright illumination. (2) The luminance
variance, σ , of the entire image is large, this implies that the
background and the foreground of the distribution is spread
or wide. These properties imply that most of the luminance
is located at bright illumination. The dark illuminations are
minor. The transformation function must transfer the major
bright illumination spread to dark illumination, a transfor-
mation function for Case F is defined as similar to Case C
except that the offset parameter is cancel.

Figure 11 gives an example for Case F . Four input param-
eters (luminance 0, 146, 229, 255) are shown in Fig. 11a.
Figure 11b depicted the input and output transformation in
one-dimension. After enhancement, the image histogram is
depicted in Fig. 11c. This figure also includes four output
parameters (luminance 0, 27, 212, 250). The brightest illu-
mination has been reduced, and the drawback of the HE
enhancement method has been solved by this function.

Table 2 summarizes the examples for the decision tree-
based image enhancement method. From this table, the out-
put parameters are similar to the input parameters in Case
E (high-contrast images). These images do not need to be
enhanced in real applications.

5 Experimental results and discussion

The enhancement algorithm proposed for color images was
implemented as a Windows-based application on a Pentium
IV-1.7GHZ PC. Our experiments use various color and gray
images. Most of the images are obtained from the book
Digital Image Processing [1,2], Yale Face Database B [20],
internet, and captured by ourselves. The images from the
website of the “Digital Image Processing” have various kinds
of images. These images include magnetic resonance im-
ages, aerial images, medical images, biomedical, and optical
images, etc. The Yale Face Database B contains 5,760 sin-
gle light source images of 10 subjects each seen under 576
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Fig. 12 Enhancement results for Case A (dark image). a Original color
image. b The histogram of a. c Enhancement result by our proposal
method. d The enhancement histogram of c. e Enhancement result by

histogram equalization. f The enhancement histogram of e. g Enhance-
ment result by contrast stretching. h The enhancement histogram of g

viewing conditions (9 poses × 64 illumination conditions).
For every subject in a particular pose, an image with ambient
(background) illumination was also captured. Hence, the to-
tal number images of Yale Face Database B are in fact 5,850.
Some examples are presented as follows.

Figure 12 shows the enhancement results for Case A. From
Fig. 12a, b, it is obvious that this color image with concen-
trated foreground and background distribution. This color
image belongs to dark illumination. The result by the HE is
improper. From Fig. 12e, the tree’s and rock’s color are dis-
torted. Our result is less distortion (Fig. 12c). Notably, the
HE result is brighter than ours by the comparison between
Fig. 12d and f. The brighter effect makes the distortion. Our
proposal enhancement can reduce the effect. Moreover, the
HE enhances the color image from darkest illumination (0) to
brightest illumination (255). This will produce the effect of
intermittent illumination. That is, our result is better than that
of HE. The result of the CS is shown in Fig. 12g. This result
is similar to original image (Fig. 12a). The input parameters
for CS are gray level 0 and 254. So, the enhanced result is
not good. The CS cannot enhance the image with dark illu-
mination.

The enhancement results for Case B are shown in Fig. 13.
From Fig. 13a, b, it is obvious that the foreground and back-
ground of this image is concentrated. This image belongs
to median illumination (low-contrast). The result by the HE
is too brighter, and it has some foregrounds missed. These

foregrounds are marked in Fig. 13c, e. The result (Fig. 13g)
of the CS is similar to our result. Thus, the CS can enhance
the image with low-contrast illumination. From these fig-
ures, our proposal image enhancement is better then HE
does.

Figure 14 shows the enhancement results for Case C . From
Fig. 14a, b, we know that the foreground and background of
this image is concentrated. This image belongs to bright illu-
mination. The result by the HE is brighter than our result.
The result of the CS is shown in Fig. 14g. This result is simi-
lar to original image (Fig. 14a) and the enhancement result is
failed. From the visual perception of these figures, our pro-
posal image enhancement is better than HE and CS do. The
CS cannot enhance the image with bright illumination.

The enhancement results for Case D are shown in Fig. 15.
Figure 15a is obtained from the Yale Face Database B. This
image belongs to subject #10 seen in pose #0, and the light
source direction with respect to the camera axis is at 0◦
azimuth (“A+000”) and 90◦ elevation (“E+90”). The most
distribution of this image is dark illumination, and its bright
illumination is minor. That is, the luminance variance is large,
and the luminance mean is located at the dark illumination
part. The eyes in Fig. 15e are not clear, and the hair and face
are too bright. Our results of the eyes, hair, and face are
better than those of HE. Although HE has a better result
than ours regarding the wall, our proposed method is still
better than HE. The result of the CS is shown in Fig. 15g,
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Fig. 13 Enhancement results for Case B (low-contrast image). a Orig-
inal image. b The histogram of a. c Enhancement result by our proposal
method. d The enhancement histogram of c. e Enhancement result by

histogram equalization. f The enhancement histogram of e. g Enhance-
ment result by contrast stretching. h The enhancement histogram of g

Fig. 14 Enhancement results for Case C (bright image). a Original
image. b The histogram of a. c Enhancement result by our proposal
method. d The enhancement histogram of c. e Enhancement result by

histogram equalization. f The enhancement histogram of e. g Enhance-
ment result by contrast stretching. h The enhancement histogram of g

and its result is similar to original image (Fig. 15a).
Thus, the CS cannot enhance the image with mostly dark
illumination.

Figure 16 shows the enhancement results for Case E . From
Fig. 16a, b, the foreground and background of this image are
scattered from dark to bright. The center-of-gravity position
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Fig. 15 Enhancement results for Case D (mostly dark image).
a Original image. b The histogram of a. c Enhancement result by our
proposal method. d The enhancement histogram of c. e Enhancement

result by histogram equalization. f The enhancement histogram of e. g
Enhancement result by contrast stretching. h The enhancement histo-
gram of g

Fig. 16 Enhancement results for Case E (high-contrast image).
a Original image. b The histogram of a. c Enhancement result by
our proposal method. d The enhancement histogram of c. e Enhance-

ment result by histogram equalization. f The enhancement histogram of
e. The enhancement result by contrast stretching. h The enhancement
histogram of g

is located at the median luminance. This kind of images
belongs to high-contrast image. From Fig. 16e, f, the HE
reduced the bright luminance part and enhanced the other
part. Our proposed method reduced the brighter luminance
part and enhanced the lower bright luminance part. From vi-
sual perception, both the proposal method and HE have sim-
ilar performance. The result of the CS is shown in Fig. 16g.
This result is similar to original image (Fig. 16a) and the
enhancement result is failed. Thus, the CS cannot enhance
the image with high-contrast illumination.

Figure 17 shows the enhancement results for Case F . From
Fig. 17a, b, the foreground and background of this image dis-
persed from low to high luminance. The most distribution of
this image is bright illumination, and its dark illumination is
minor. That is, the luminance variance is large, and the lumi-
nance mean is located at the bright illumination part. This
kind of image is belonged to minor dark and major bright illu-
mination. From visual perception, both the proposal method
and HE have similar performance. For CS, the result is shown
in Fig. 17g which is similar to original image (Fig. 17a). From
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Fig. 17 Enhancement results for Case F (mostly bright image).
a Original image. b The histogram of a. c Enhancement result by our
proposal method. d The enhancement histogram of c. e Enhancement

result by histogram equalization. f The enhancement histogram of e.
The enhancement result by contrast stretching. h The enhancement his-
togram of g

Fig. 18 Skin color detection results for Case E (high-contrast image). a Original image (Fig. 16a). b Enhancement result by our proposal method
(Fig. 16c). c Enhancement result by histogram equalization (Fig. 16e). d Enhancement result by contrast stretching (Fig. 16g)

this figure, we know that the CS cannot enhance the image
with mostly bright illumination.

Skin color detections were usually used to be the prepro-
cessing of the face detection. Herein, a skin color detection
measurement is proposed to compare with our method, HE,
and CS. Wong et al. [21] proposed a skin color detection
method which can detect skin color pixels under different
illuminations. We modified their skin color detection method
to detect the Case E images. Figure 18 shows the results
by the skin color detection. The skin color pixels are dis-
played by black and the non-skin color pixels are displayed
by white. The skin color of the original (non-enhancement)
image (Fig. 16a), our enhanced result (Fig. 16c), HE’s result
(Fig. 16e), and CS’s result (Fig. 16g) performed by the skin

color detection are shown in Fig. 18a–d, respectively. The
skin color of the forehead, right face, and right hand can-
not be detected for the original image and CS. HE’s result
obtained from the skin color detection can show skin color
at forehead, right face, and right hand. However, this result
is still not good for face detection. Our enhanced method can
detect more skin color pixels than the original image, HE, and
CS do. Thus, our proposal enhancement method is proved to
be effective by the skin color detection measurement.

In order to prove that our proposal image enhancement
is effect, some ground truth color images with high-contrast
illumination are used in Case E . Adobe Photo CS (Adobe
Systems Incorporated [22]) commercial image processing
software is used to adjust the illumination value in 100
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Fig. 19 An example for the
ground truth image and artificial
image. a Ground truth image
(Case E with high-contrast).
b The illumination of the ground
truth image is increased 100 by
Adobe Photoshop software.
c Illumination decreased 100.
d Histogram of a. e Histogram
of b. f Histogram of c

increments and in 100 decrements. Further, these adjusted
illumination color images are processed by our proposal
method, the HE, Adobe Photoshop software, and CS, respec-
tively, and their results are compared to determine which
method is better. Here, we propose a measurement method,
direct image subtraction method, to be the measurement cri-
terion. The direct image subtraction method is defined as
follows

DSM QE R =
∑Height−1

y=0

∑Width−1
x=0 Sqrt{(G Rx,y − E Rx,y)

2 + (GGx,y − EGx,y)
2 + (G Bx,y − E Bx,y)

2}
Height · Width

% (7)

where DSM QE R, G Rx,y, GGx,y, G Bx,y, E Rx,y, EGx,y ,
and E Bx,y are the mean square root error rate of a direct
image subtraction, the red component of a ground truth
image, the green component of a ground truth image, the
blue component of a ground truth image, the red component
of a enhancement image, the green component of a enhance-
ment image, and the blue component of a enhancement im-
age, respectively. The value of the DSMQER is small if the
enhancement image is more equal to a ground truth image.

Herein, we use ten ground truth images, ten artificial
images which are processed manually by Adobe Photoshop
CS software with illumination value in 100 increments, and
ten artificial images with illumination value in 100 decre-
ments by a similar approach. Figure 19 shows an example
for a ground truth image and an artificial image with illumi-
nation value in 100 increments and 100 decrements, respec-
tively. These artificial images are processed by our proposal
method, HE, Adobe Photoshop CS software, and CS, respec-
tively. Further, the direct image subtraction method is used
to measure the enhancement performance.

For the images with illumination value in 100 increments
are enhanced by our proposed enhancement method, HE,

Adobe Photoshop CS, and CS, respectively. The results of
the average image subtraction rate obtained from the differ-
ent methods are shown in Table 3. From this table, our method
is better than other methods in image subtraction methods.

Figure 20 shows an example for the enhancement results of
the artificial image (Fig. 19b) with illumination value in 100
increments which is enhanced by our enhancement method,
HE, Adobe Photoshop CS, and CS, respectively. Making a

comparison of Fig. 20b, d, f, h, it shows that Fig. 20b is darker
then other methods. That is, our method is better than other
methods in brighter image.

For images with illumination value in 100 decrements are
enhanced by our enhancement method, HE, Adobe Photo-
shop CS, and CS, respectively. The average image subtraction
rates of the different methods are shown in Table 4. From this
table, both our enhancement method and Adobe Photoshop
CS software have the similar rates in the image subtraction
method.

Table 3 Comparison of the average image subtraction rate for incre-
ment illumination images

Methods to enhance increment DSMQER
illumination image

Our enhancement method 15.5629

Histogram equalization 30.7219

Adobe Photoshop 35.3669

Contrast stretching 42.6162
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Fig. 20 Enhancement results for artificial image with illumination
increased 100. a Our result. b Color image subtraction result between
Figs. 19a and 20a. c Histogram equalization result. d Color image sub-
traction result between Figs. 19a and 20c. e Adobe Photoshop result.

f Color image subtraction result between Figs. 19a and 20e. g Contrast
stretching result. h Color image subtraction result between Figs. 19a
and 20g

Table 4 Comparison of the average image subtraction rate for
decrement illumination images

Methods to enhance decrement DSMQER
illumination image

Our enhancement method 17.0076

Histogram equalization 30.8457

Adobe Photoshop 17.0371

Contrast stretching 38.7316

The enhancement results of the artificial image (Fig. 19c)
with illumination value in 100 decrements are shown in
Fig. 21. Observing these figures, the HE cannot make satis-
factory enhancement at brighter illumination. Adobe Photo-
shop CS software has satisfactory enhancement at brighter
illumination but has not satisfactory enhancement at dark
illumination. In the Adobe Photoshop CS software’s
enhanced image, the strawberry’s color is brighter, and the
coffee’s color is brighter too. Generally speaking, the whole
image is brighter. The enhancement result of our proposal
method is better than those of other methods at bright illu-
mination and dark illumination.

The performance comparison with local enhancement
method, such as Meylan’s [15] color image enhancement
method, is also presented in the experiments. Figure 22a–c
depicts the tree image treated with gamma-encoded,
Meylan’s method, and our method, respectively. From these

images, we can find that our results are better than
Meylan’s result at the shadow. Figure 22d–f depicts the auto
image treated with gamma-encoded, Meylan’s method, and
our method, respectively. From these images, we can find that
our results are clearer than Meylan’s result at the shadow,
the door, and bikes. Furthermore, our global enhancement
method is more efficient than Meylan’s surround-based Ret-
inex method.

Figure 23 presents several fail enhancement results of
face images. The face images are obtained from Yale Face
Database B. Figure 23a depicts the “yaleB08_P00A-110E+
65.jpg” image. This image has eyes with too dark illumi-
nation. After applied our image enhancement, the result is
shown in Fig. 23b. Our proposal method cannot make the eyes
clearly. Another face image “yaleB02_P00A+095E+00.jpg”
(Fig. 23c) contain the facial features which their illumination
is too dark. This image is enhanced by our method, and the
result is shown in Fig. 23d. Thus, this kind of images needs
more effective enhancement technique to improve.

6 Conclusions and future works

This study has presented a decision tree-based, automatic,
and parameter-free contrast enhancement method for vari-
ous color images. The content of the input image was ana-
lyzed first. And the statistical features are extracted to be
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Fig. 21 Enhancement results for artificial image with illumination de-
creased 100. a Our result. b Color image subtraction result between
Figs. 19a and 21a. c Histogram equalization result. d Color image sub-
traction result between Figs. 19a and 21c. e Adobe Photoshop result.

f Color image subtraction result between Figs. 19a and 21e. g Contrast
stretching result. h Color image subtraction result between Figs. 19a
and 21g

Fig. 22 Results of comparison
with local enhancement method.
a Tree gamma-encoded image.
b Treated with Meylan’s
method. c Treated with our
method. d Auto
gamma-encoded image.
e Treated with Meylan’s method.
f Treated with our method

used to classify the testing image into one of dark, low-con-
trast, bright, mostly dark, high-contrast, and mostly bright
class. Then, a decision tree was employed to decide the input
images which class it belongs to. For each image class, the
image content distribution (each luminance distribution is
represented by one peak and two valleys) is obtained by ana-
lyzing the luminance histogram. The parameters of the PLT
are specified by the image content distribution (peaks and val-
leys). The proposed method is tested on various kinds (face
image, license plate, bio-image, aerial image, optical image,

scenery…, etc.) of color images and gray level images. The
performance analysis (by skin detection, visual, and image
subtraction) indicated that our method is very efficient and
effective by comparing with HE, Adobe Photoshop CS soft-
ware, and CS.

To obtain satisfactory enhancement results and process-
ing speed, future works should focus on the following: (1)
Optimize our program; (2) Apply our proposal method to
particular applications; (3) Propose more objective and effec-
tive enhancement measurement; (4) Process the image which
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Fig. 23 Three examples, which are unsolvable by ours as well
as other comparison methods. a Face image one, “yaleB08_P00A-
110E+65.jpg”, with the dark illumination of the eyes. b Our result is not
clear in eyes for a. c Face image two, “yaleB02_P00A+095E+00.jpg”,
with the dark illumination of the facial features. d The facial features
of our result are obvious for c

has foreground objects with darker illumination and low
illumination.
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